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Abstract

To build a high-quality open-domain chatbot,
we introduce the effective training process of
PLATO-2 via curriculum learning. There are
two stages involved in the learning process.
In the first stage, a coarse-grained genera-
tion model is trained to learn response gener-
ation under the simplified framework of one-
to-one mapping. In the second stage, a fine-
grained generative model augmented with la-
tent variables and an evaluation model are
further trained to generate diverse responses
and to select the best response, respectively.
PLATO-2 was trained on both Chinese and En-
glish data, whose effectiveness and superior-
ity are verified through comprehensive evalu-
ations, achieving new state-of-the-art results.

1 Introduction

Recently, task agnostic pre-training with large-
scale transformer models has achieved great suc-
cess in natural language processing (Devlin et al.,
2019), especially open-domain dialogue genera-
tion. For instance, based on the general language
model GPT-2 (Radford et al., 2019), DialoGPT
(Zhang et al., 2020) is further trained for response
generation using Reddit comments. To obtain a
human-like open-domain chatbot, Meena (Adiwar-
dana et al., 2020) scales up the network parameters
to 2.6B and employs more social media conver-
sations in the training process, leading to signifi-
cant improvement on response quality. To mitigate
undesirable toxic or bias traits of large corpora,
Blender (Roller et al., 2021) fine-tunes the pre-
trained model with human annotated datasets and
emphasizes desirable conversational skills of en-
gagingness, knowledge, empathy and personality.
In addition to the attempts from model scale
and data selection, PLATO (Bao et al., 2020) aims
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Figure 1: Curriculum learning process in PLATO-2.

to tackle the inherent one-to-many mapping prob-
lem to improve response quality. The one-to-many
mapping refers to that one dialogue context might
correspond to multiple appropriate responses. It
is widely recognized that the capability of model-
ing one-to-many relationship is crucial for open-
domain dialogue generation (Zhao et al., 2017;
Chen et al., 2019). PLATO explicitly models this
one-to-many relationship via discrete latent vari-
ables, aiming to boost the quality of dialogue gener-
ation. PLATO has a modest scale of 132M network
parameters and trained with 8M samples, achieving
relatively good performance among conversation
models on a similar scale. However, scaling up
PLATO directly encounters training instability and
efficiency issues, which might result from the diffi-
culty to capture the one-to-many semantic relation-
ship from scratch.

In this work, we try to scale up PLATO to
PLATO-2 and introduce an effective training
schema via curriculum learning (Bengio et al.,
2009). There are two stages involved in the whole
learning process, as shown in Figure 1. In the first
stage, under the simplified one-to-one mapping
modeling, a coarse-grained generation model is
trained for response generation under different con-
versation contexts. This model tends to capture
typical patterns of diversified responses, sometimes
resulting in general and dull responses during in-
ference. Despite the problem of safe responses,

2513

Findings of the Association for Computational Linguistics: ACL-IJCNLP 2021, pages 2513-2525
August 1-6, 2021. ©2021 Association for Computational Linguistics



Training Phase
p(rle,2)

Stage 2.1. Diverse Response Generation

Inference Phase

() Token

Transformer Block [
Transformer Block [ — 1

ks h h

O Context: How's your vacation?

Transformer Blocks

. Loss Function

—= Self-Attention

DO000 G000

Diversified Response Generation

Latent  Context

pzle,r)

Response

Latent  Context Response

forz € {1,-+,K}, p(rlc,2)
)Z ~p(lc,r)
\

Stage 1. General Response Generation TS Beal = i

hyany

Transformer Blocks 1 Amazing! | had a wonderful trip to Hawaii.

2 Quite boring, how’s yours?

mMO000 0000

p(rlc) (I
Transformer Block [ J h h, Latent  Context Response
<t Transformer Blocks
Stage 2.2 Response Coherence Estimation
Transformer Block [ — 1
OO0 COOoOOMOaA G

Latent  Context Response K

| went hiking with my family.

Response Coherence Estimation

Context Response Context Response Transformer Block [

Self-attention Visualization Training Objectives

hews oy Py r* = argmaxp(ly, = 1|c,1;)
Tz

Transformer Blocks

@0 M0

) @ @ Response: Amazing!Ihadawonderfu

Context

Response

Context Response trip to Hawaii. =

Figure 2: PLATO-2 illustration. Left: training phase via curriculum learning, model parameters in the second stage
are warm started by those trained well in the first stage. Right: toy example to illustrate inference phase.

this coarse-grained model is still highly effective in
learning general concepts of response generation.

The curriculum learning continues to the second
stage, which contains the training of a fine-grained
generation model and an evaluation model. The
fine-grained generation model explicitly models
the one-to-many mapping relationship via latent
variables for diverse response generation. To select
the most appropriate response, an evaluation model
is trained to estimate the bi-directional coherence
between the dialogue context and responses. Dis-
tinct with multi-task PLATO, the separate design
of fine-grained generation and evaluation enables
the model to concentrate more on its corresponding
task, getting exempt from multi-task disturbance
(Standley et al., 2020).

As compared with PLATO, PLATO-2 leverages
curriculum learning to learn response generation
gradually, from the general concept of one-to-one
mapping to the complex concept of one-to-many
mapping. With curriculum learning, we success-
fully scale the model up to billions of parame-
ters, achieving new state-of-the-art results. Besides
open-domain chitchat, the models learned in these
two stages can also benefit task-oriented conver-
sation and knowledge grounded dialogue respec-
tively, whose effectiveness is verified thoroughly
in DSTC9 (Gunasekara et al., 2020).

To sum up, we trained PLATO-2 with different
model sizes: 1.6B, 314M and 93M parameters. In
addition to the English models, we also trained Chi-
nese models with massive social media conversa-

tions. Comprehensive experiments on both English
and Chinese datasets demonstrate that PLATO-2
outperforms Meena, Blender and other state-of-the-
art models. We have released our English models
and source codes at GitHub, hoping to facilitate the
research in open-domain dialogue generation. !

2 Methodology

The backbone of PLATO-2 is consisted of trans-
former blocks with pre-normalization (Radford
et al., 2019). Distinct with conventional Seq2Seq,
there are no separate encoder and decoder networks
in our infrastructure. PLATO-2 keeps the unified
network for bi-directional context encoding and
uni-directional response generation through flexi-
ble attention mechanism (Dong et al., 2019).

2.1 Curriculum Learning

In this work, we carry out effective training of
PLATO-2 via curriculum learning. As shown in
Figure 2, there are two stages involved in the learn-
ing process: during stage 1, a coarse-grained base-
line model is trained for general response genera-
tion under the simplified one-to-one mapping rela-
tionship; during stage 2, two models of fine-grained
generation and evaluation are further trained for di-
verse response generation and response coherence
estimation respectively.

"https://github.com/PaddlePaddle/
Knover/tree/develop/projects/PLATO-2
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2.1.1 General Response Generation

It is well known that there exists a one-to-many
relationship in open-domain conversations, where
a piece of context may have multiple appropriate
responses. Since conventional approaches try to
fit the one-to-one mapping, they tend to generate
generic and dull responses. Whereas, it is still an
efficient way to capture the general characteristics
of response generation. As such, we first train a
coarse-grained baseline model to learn general re-
sponse generation under the simplified relationship
of one-to-one mapping. Given one training sample
of context and response (¢, '), we need to minimize
the following negative log-likelihood (NLL) loss:

LYL™ = ~E logp(rlc)

T 1
=-E thl log p(refe,m<t) , .
where 7' is the length of the target response r and
r<¢ denotes previously generated words. Since the
response generation is a uni-directional decoding
process, each token in the response only attends to
those before it, shown as dashed orange lines in Fig-
ure 2. As for the context, bi-directional attention is
enabled for better natural language understanding,
shown as blue lines in Figure 2.

2.1.2 Diverse Response Generation

Based upon the coarse-grained baseline model, di-
verse response generation is warm started and fur-
ther trained under the relationship of one-to-many
mapping. Following the previous work PLATO, the
discrete latent variable z is introduced for the one-
to-many relationship modeling. z is one K-way
categorical variable, with each value correspond-
ing to a particular latent speech act in the response.
The model will first estimate the latent act distri-
bution of the training sample p(z|c,r) and then
generate the response with the sampled latent vari-
able p(r|c, z). It is notable that these two tasks of
response generation and latent act recognition are
trained jointly within the shared network. The NLL
loss of diverse response generation is defined as:
L Generation. _ —E.p(zer) logp(rle, 2)

T (2)
= _Ezrvp(z|c,r) Z Ing(Tt|C, 2, 7’<t) )

t=1

where z is the latent act sampled from p(z|c, r).
As sampling is not differentiable, we approximate
it with Gumbel-Softmax (Jang et al., 2017). The

posterior distribution over latent values is estimated
through the task of latent act recognition:

p(zlc,r) = softmax(Wihpp + b1) € REX . (3)

where hpy; € RP is the final hidden state of
the special mask token [M], W; € RE*P and
by € RX denote the weight matrices of one fully-
connected layer.

To facilitate the training process of discrete la-
tent variables, the bag-of-words (BOW) loss (Zhao
et al., 2017) is also employed:

ati T
‘C%eél%‘tlon - _Ezwp(z|c,r) Zt:l logp(rt|c, Z)
4)
T efrz (
= _Ezwp(z|c,7') Zt:l lOg m )
v

where V refers to the whole vocabulary. The func-
tion f tries to predict the words within the target
response in a non-autoregressive way:

f=Wah,+by e RVI (5)

where h, is the final hidden state of the latent vari-
able. f;, denotes the estimated probability of word
r¢. As compared with NLL loss, the BOW loss dis-
cards word orders and forces the latent variable to
capture the global information of target response.

To sum up, the objective of the fine-grained gen-
eration model is to minimize the following inte-
grated loss:

Generation Generation Generation
L =Lyrr O+ LBow (6)

2.1.3 Response Coherence Estimation

By assigning distinct values to the latent variable,
the fine-grained generation model is able to pro-
duce multiple high-quality and diverse responses.
To select the most appropriate response from these
candidates, one straightforward way is to rank them
according to p(z|c)p(r|c, z). However, it is widely
recognized that the prior distribution p(z|c) is dif-
ficult to estimate and the uniform distribution is
not an effective approximation. To this end, we
adopt an alternative approach to train an evaluation
model in the second stage, estimating the coher-
ence between each response and the given dialogue
context. The loss of response coherence estimation
(RCE) is defined as follows:

LEyaluation — 10051, = 1c, 1)

7
—logp(l,- = 0le,r™) @
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The positive training samples come from the dia-
logue context and corresponding target response
(¢, ), with coherence label I, = 1. And the neg-
ative samples are created by randomly selecting
responses from the corpus (¢, ™), with coherence
label [,- = 0.

In addition to our coherence evaluation function
p(lr|c, r), there are two other functions widely used
for response selection. One is the length-average
log-likelihood (Adiwardana et al., 2020), which
considers the forward response generation proba-
bility p(r|c). The other one is the maximum mutual
information (Zhang et al., 2020), which considers
the backward context recovery probability p(c|r).
However, the forward score favors safe and generic
responses due to the property of maximum likeli-
hood, while the backward score tends to select the
response with a high overlap with the context, re-
sulting in repetitive conversations. By contrast, the
discriminative function p(l,|c, r) considers the bi-
directional information flow between the dialogue
context and response. Our coherence evaluation
is able to ameliorate the aforementioned problems,
whose effectiveness is verified in the experiments.

To maintain the capacity of distributed represen-
tation, the task of masked language model (MLM)
(Devlin et al., 2019) is also included in the evalu-
ation network. Within this task, 15% of the input
tokens will be masked at random and the network
needs to recover the masked ones. The MLM loss

is defined as:
-EY,,

where x refers to the input tokens of context and
response. {Z, }mens stands for masked tokens and
@\ py denotes the rest unmasked ones.

To sum up, the objective of the evaluation model
is to minimize the following integrated loss:

+ LA )

LEvaluatlon

MLM 0 P(@mlaar),  (8)

Evaluation __ pEvaluation
L = LrcE

2.2 Inference

For open-domain chitchat, the inference is carried

out with the second stage’s models as follows.

1) Diverse response generation. Conditioned on
each latent value z € {1,---, K}, its corre-
sponding candidate response 7, is produced by
the fine-grained generation model p(r,|c, z).

2) Response coherence estimation. The evalua-
tion model will preform ranking and select the
one with highest coherence value as the final
response r* = argmax,._ p(l,, = 1lc,r.).

3 Experiments

3.1 Training Data

PLATO-2 has English and Chinese models, with
training data extracted from open-domain social
media conversations. The English training data is
extracted from Reddit comments, which are col-
lected by a third party and made publicly available
on pushshift.io (Baumgartner et al., 2020). To im-
prove the generation quality, we carry out elaborate
data cleaning, as discussed in the Appendix. After
filtering, the data is split into training and valida-
tion sets in chronological order. The training set
contains 684M (context, response) samples, rang-
ing from December 2005 to July 2019. For the
validation set, 0.2M samples are selected from the
rest data after July 2019. The English vocabulary
contains 8K BPE tokens (Sennrich et al., 2016),
constructed with the SentencePiece library.

The Chinese training data is collected from pub-
lic domain social medias. After filtering, there are
1.2B (context, response) samples in the training set,
0.1M samples in the validation set, and 0.1M sam-
ples in the test set. As for the Chinese vocabulary,
it contains 30K BPE tokens.

3.2 Training Details

PLATO-2 has three model sizes: a standard ver-
sion of 1.6B parameters, a small version of 314M
parameters, and a tiny version of 93M parameters.
Detailed network and training configurations are
summarized in the Appendix. The main hyper-
parameters used in the training process are listed
as follows. The maximum sequence lengths of con-
text and response are all set to 128. K is set to 20
for the discrete latent variable (Bao et al., 2020;
Chen et al., 2019). We use Adam (Kingma and
Ba, 2015) as the optimizer, with a learning rate
scheduler including a linear warmup and an invsqrt
decay (Vaswani et al., 2017). To train the large-
scale model with a relatively large batch size, we
employ gradient checkpointing (Chen et al., 2016)
to trade computation for memory. The training was
carried out on 64 Nvidia Tesla V100 32G GPU
cards. It takes about 3 weeks for 1.6B parameter
model to accomplish curriculum learning process.

3.3 Evaluation Settings
3.3.1 Compared Methods

The following methods have been compared in the
experiments.

2516



¢ PLATO (Bao et al., 2020) is trained on the basis
of BERTgasE using 8.3M Twitter and Reddit con-
versations (Cho et al., 2014; Zhou et al., 2018;
Galley et al., 2019). There are 132M network
parameters in this model.

* DialoGPT (Zhang et al., 2020) is trained on
the basis of GPT-2 (Radford et al., 2019) using
Reddit comments. There are three model sizes:
117M, 345M and 762M. Since the 345M param-
eter model obtains the best performance in their
evaluations, we compare with this version.

e Blender (Roller et al., 2021) is first trained us-
ing Reddit comments and then fine-tuned with
human annotated conversations — BST (Smith
et al., 2020), to help emphasize desirable conver-
sational skills of engagingness, knowledge, em-
pathy and personality. Blender has three model
sizes: 90M, 2.7B and 9.4B. Since the 2.7B pa-
rameter model obtains the best performance in
their evaluations, we compare with this version.

* Meena (Adiwardana et al., 2020) is an open-
domain chatbot trained with social media conver-
sations. There are 2.6B network parameters in
Meena. Since Meena has not released the model
or provided a service interface, it is difficult to
perform comprehensive comparison. In the ex-
periments, we include the provided samples in
their paper for static evaluation.

* Microsoft Xiaolce (Zhou et al., 2020) is a popular
social chatbot in Chinese. The official Weibo
platform is used in the evaluation.

For the sake of comprehensive and fair compar-
isons, different versions of PLATO-2 are included
in the experiments.

* PLATO-2 1.6B parameter model is the standard
version in English, which is first trained using
Reddit comments and then fine-tuned with BST
conversations. To measure the effectiveness of
PLATO-2, this model will be compared to the
state-of-the-art open-domain chatbot Blender.

* PLATO-2 314M parameter model is a small ver-
sion in English, which is trained with Reddit
comments. This model will be compared to Di-
aloGPT, as they have similar model scales.

* PLATO-2 93M parameter model is a tiny version
in English, which is trained with Reddit com-
ments. As it is difficult to scale up PLATO, we
use this version to compare with PLATO.

» PLATO-2 336M parameter Chinese model® will
be compared to Xiaolce in the experiments.

2This model has 24 transformer blocks and 16 attention

3.3.2 Evaluation Metrics

We carry out both automatic and human evaluations
in the experiments. In automatic evaluation, to
assess the model’s capacity on lexical diversity, we
use the corpus-level metric of distinct-1/2 (Li et al.,
2016a), which is defined as the number of distinct
uni- or bi-grams divided by the total number of
generated words.

In human evaluation, we employ four utterance-
level and dialogue-level metrics, including coher-
ence, informativeness, engagingness and human-
ness. Three crowd-sourcing workers are asked to
score the response/dialogue quality on a scale of
[0, 1, 2], with the final score determined through
majority voting. The higher score, the better. These
criteria are discussed as follows, with scoring de-
tails provided in the Appendix.
¢ Coherence is an utterance-level metric, measur-

ing whether the response is relevant and consis-

tent with the context.

¢ Informativeness is also an utterance-level metric,
evaluating whether the response is informative or
not given the context.

* Engagingness is a dialogue-level metric, assess-
ing whether the annotator would like to talk with
the speaker for a long conversation.

* Humanness is also a dialogue-level metric, judg-
ing whether the speaker is a human being or not.

3.4 Experimental Results

In the experiments, we include both static and in-
teractive evaluations.

3.4.1 Self-Chat Evaluation

Self-chats have been widely used in the evaluation
of dialogue systems (Li et al., 2016b; Bao et al.,
2019; Roller et al., 2021), where a model plays
the role of both partners in the conversation. As
compared with human-bot conversations, self-chat
logs can be collected efficiently at a cheaper price.
As reported in Li et al. (2019), self-chat evaluations
exhibit high agreement with the human-bot chat
evaluations. In the experiments, we ask the bot to
perform self-chats and then invite crowd-sourcing
workers to evaluate the dialogue quality.

The way to start the interactive conversation
needs special attention. As pointed out by Roller
et al. (2021), if starting with ‘Hi!’, partners tend

heads, with the embedding dimension of 1024. As the Chinese
vocabulary contains 30K BPE tokens, this model has 22.5M
more parameters than the English small model.
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Human Evaluation Automatic Evaluation Average
Model L h
Coherence | Informativeness | Engagingness | Humanness | Distinct-1 Distinct-2 engt
PLATO 0.568 0.564 0.340 0.280 0.042 0.255 34.961
PLATO-2 93M 0.688 0.672 0.640 0.560 0.047 0.276 18.292
DialoGPT 0.720 0.712 0.340 0.100 0.150 0.508 9.335
PLATO-2 314M 1.572 1.620 1.300 1.160 0.065 0.435 22.732
Blender 1.856 1.816 1.820 1.540 0.117 0.385 16.873
PLATO-2 1.6B 1.920 1.892 1.840 1.740 0.169 0.613 15.736
Table 1: Self-chat evaluation results, with best value written in bold.
Human Evaluation Automatic Evaluation Average
Model h
Coherence | Informativeness | Engagingness | Humanness | Distinct-1 | Distinct-2 Lengt
Microsoft Xiaolce 0.869 0.822 0.560 0.260 0.289 0.764 6.979
PLATO-2 336M Chinese 1.737 1.683 1.600 1.480 0.212 0.713 6.641

Table 2: Chinese interactive evaluation results, with best value written in bold.

to greet with each other and only cover some shal-
low topics in the short conversation. Therefore,
to expose the model’s weaknesses and explore the
model’s limits, we choose to start the interactive
conversation with pre-selected topics. We use the
classical 200 questions as the start topic (Vinyals
and Le, 2015) and ask the bot to performance self-
chats given the context. There are 10 utterances in
each dialogue, including the input start utterance.
We carry out automatic evaluation on the 200 self-
chat logs and randomly select 50 conversations for
human evaluation.

The compared models are divided into three
groups. The first group includes PLATO 132M
model and PLATO-2 93M model. Both of them
have similar model scales. The second group
includes DialoGPT 345M model and PLATO-2
310M model. Both of them are trained using Reddit
comments and have similar model scales. The third
group includes Blender 2.7B model and PLATO-2
1.6B model. Both of them are first trained using
Reddit comments and further fine-tuned with BST
conversations. In human evaluation, two self-chat
logs, which are from the same group and have the
same start topic, will be displayed to three anno-
tators. One example is given in Figure 3. As sug-
gested in ACUTE-Eval (Li et al., 2019), we ask
crowd-sourcing workers to pay attention to only
one speaker within a dialogue. In the evaluation,
they need to give scores on coherence and infor-
mativeness for each P1’s utterance, and assess P1’s
overall quality on engagingness and humanness.

The self-chat evaluation results are summarized
in Table 1. These results indicate that PLATO-2
1.6B model obtains the best performance across
human and automatic evaluations. In the first
group, PLATO-2 achieves better performance than
PLATO on a similar model scale, which might
mainly result from the stable curriculum learning
and large-scale conversation data. In the second
group, DialoGPT tends to generate repetitive con-
versations due to the backward scoring function,
resulting in poor performance in interactive evalua-
tion. In the third group, PLATO-2 outperforms the
state-of-the-art open-domain chatbot Blender. The
gap of Blender and PLATO-2 on the corpus-level
metric distinct-1/2 suggests that PLATO-2 has a
better capacity on lexical diversity. In addition, the
difference among these three groups suggests that
enlarging model scales and exploiting human an-
notated conversations help improve the dialogue
quality.

3.4.2 Human-Bot Chat Evaluation

In the Chinese evaluation, it is difficult to carry out
self-chats for Microsoft Xiaolce, as there is no pub-
lic available API. Therefore, we collect human-bot
conversations through their official Weibo platform.
The interactive conversation also starts with a pre-
selected topic and continues for 7-14 rounds. 50 di-
verse topics are extracted from the high-frequency
topics of a commercial chatbot, including travel,
movie, hobby and so on. The collected human-
bot conversations are distributed to crowd-sourcing
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Blender 2.7B

Start do you drink alcohol ?

P1 No, | do not drink alcohol. | don't like the way it
makes me feel.

i know what you mean . i don't drink either . i just

P2
don't see the point .

P1 Yeah, it's not for everyone. Some people like it,
but I'm not one of them.

i feel the same . it's just not for me . what do you

P2 like to do for fun ?

| like to play video games, watch movies, and
hang out with friends. What about you?

P1

that's cool . i like to go to the movies too . what's

P2 : .
your favorite movie ?

| like a lot of movies, but my favorite of all time is
The Godfather Part Il. What's yours?

i love the godfather too . i think my favorite is the

P2
first one . what about you ?

I think the second one is my favorite. | love
Michael Corleone. What do you do for a living?

P1

PLATO-2 1.6B

Start do you drink alcohol ?
P1 idrink beer but not often
P2 thatis fine, do you like sweet or bitter alcohol?

i like bitter alcohols more, but i do like both. i
don't drink often enough though.

i prefer bitter alcohol as well. what is your

P2
favorite beer?

my favorite brewery that serves beer is founders.

P1
they have excellent brown ales.

founders is very good. they are based out of

P2
detroit but the brewery is in royal oak ohio

yes they're in royal oak! have you ever been to
P1  founders? they have two breweries in pittsburgh
and columbus

i have been to founders brewery in columbus!

P2 .
great place to visit.

i've always wanted to go! i'd love to visit the one

1 .
P in columbus

Figure 3: Self-chat examples by Blender and PLATO-2.

workers for evaluation. The human and automatic
evaluation results are summarized in Table 2. Xi-
aolce obtains higher distinct values, which may use
a retrieval-based strategy in response generation.
The human evaluations indicate that our PLATO-
2 model achieves significant improvements over
Xiaolce across all the human evaluation metrics.

3.4.3 Static Evaluation

Besides the interactive evaluation, we also em-
ploy static evaluation to analyze the model’s per-
formance. In static evaluation, each model will
produce a response towards the given multi-turn
context. Those powerful models are involved in
the evaluation: Meena, Blender, DialoGPT and
PLATO-2 1.6B. To compare with Meena, we in-
clude their provided 60 static samples in the Ap-
pendix of the paper and generate corresponding
responses with other models. We also include 60
test samples about daily life from Daily Dialog (Li
et al., 2017) and 60 test samples about in-depth dis-
cussion from Reddit. Given that the measurement
of humanness usually needs multi-turn interaction,
this metric is excluded from static evaluation. The
evaluation results are summarized in Table 3. It can
be observed that PLATO-2 is able to produce co-
herent, informative and engaging responses across
different chat scenarios. The average Fleiss’s kappa
(Fleiss, 1971) of human evaluation is 0.466, indicat-
ing annotators have reached moderate agreement.

Meena Samples
Model
Coherence | Informativeness | Engagingness
Meena 1.750 1.617 1.583
DialoGPT 1.233 1.067 1.017
Blender 1.800 1.767 1.683
PLATO-2 1.6B 1.900 1.917 1.850
Daily Dialog Samples
Model
Coherence | Informativeness | Engagingness
DialoGPT 1.117 1.033 0917
Blender 1.767 1.617 1.633
PLATO-2 1.6B 1.867 1.850 1.833
Reddit Samples
Model
Coherence | Informativeness | Engagingness
DialoGPT 1.283 1.283 1.183
Blender 1.767 1.550 1.583
PLATO-2 1.6B 1.900 1.900 1.883

Table 3: Static evaluation results, with the best scores
written in bold.

3.5 Discussions

3.5.1 Case Analysis

To further analyze the models’ features, two self-
chat examples of Blender and PLATO-2 are pro-
vided in Figure 3. Although both models are able to
produce high-quality engaging conversations, they
exhibit distinct discourse styles. Blender tends to
switch topics quickly in the short conversation, in-
cluding alcohol, hobbies, movies and work. The
emergence of this style might be related with BST
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Blender Win Tie PLATO-2 Win

In-depth Discussion 8 18 24

Table 4: In-depth discussion w.r.t. the start topic.

PLATO-2 Tie PLATO-2
Stage-1 Win Stage-2 Win
Engagingness 3 31 16
Humanness 6 29 15

Table 5: Comparison of the models in PLATO-2.

fine-tuning data. For instance, persona chat in BST
is about the exchange of personal information be-
tween two partners, where topics need to switch
quickly to know more about each other. Due to
the task settings of data collection, some human
annotated conversations might be a little unnatural.
Nevertheless, fine-tuning with BST conversations
is essential to mitigate undesirable toxic traits of
large corpora and emphasize desirable skills of hu-
man conversations.

Distinct with Blender, PLATO-2 can stick to the
start topic and conduct in-depth discussions. The
reasons might be two-fold. First, our model is able
to generate diverse and informative responses with
the accurate modeling of one-to-many relationship.
Second, the evaluation model helps select the coher-
ent response and stick to current topic. We asked
crowd-sourcing workers to annotate which model’s
in-depth discussion is better w.r.t. the start topic.
The comparison result is shown in Table 4, which
also verifies our above analysis on discourse styles.

3.5.2 Why PLATO-2 Performs Better?

Why PLATO-2 achieves better performance as
compared with Meena, Blender and other state-of-
the-art models? As analyzed above, major reasons
might come from two aspects: fine-grained gen-
eration and evaluation. First, PLATO-2 employs
discrete latent variable for the one-to-many rela-
tionship modeling, which is able to generate high-
quality and diverse responses. Second, the evalua-
tion model in PLATO-2 is effective at selecting the
most appropriate response from the candidates.

In fact, these two aspects are associated with the
curriculum learning in the second stage, modeling
the one-to-many relationship for open-domain con-
versations. By contrast, Meena and Blender are
learned under the one-to-one mapping relationship,
similar to the first stage in PLATO-2. To dissect
the effects of these two stage models, we further

ask crowd-sourcing workers to evaluate the mod-
els’ self-chat logs on the dialogue-level metrics.
The comparison results are summarized in Table 5.
These results verify the effectiveness of curriculum
learning in PLATO-2.

3.5.3 Further Exploration of PLATO-2

In addition to open-domain chitchat, there are
two other kinds of dialogues in conversational Al
(Gao et al., 2018): knowledge grounded dialogue,
and task-oriented conversation. Similar to open-
domain conversation, the one-to-many mapping
relationship also exists in knowledge grounded dia-
logue (Kim et al., 2020): given a dialogue context,
multiple pieces of knowledge might be applica-
ble for the response generation. Therefore, the
one-to-many mapping models of the second stage
can also be adapted for knowledge grounded dia-
logue. By expanding the network input with the
knowledge segment, the background knowledge
is encoded and grounded for response generation.
Distinct from the open-domain conversation and
knowledge grounded dialogue, task-oriented con-
versations usually need to accomplish a specific
goal. Accordingly, the conversation flow would
become less diverse and concentrated on task com-
pletion. Therefore, the one-to-one mapping gener-
ation model of the first stage can be used for the
end-to-end task-oriented conversation.

For the exploration of PLATO-2 two-stage
framework, we participated in several tasks of
DSTC9 (Gunasekara et al., 2020), including in-
teractive evaluation of open-domain conversation
(Track3-task2), static evaluation of knowledge
grounded dialogue (Track3-task1), and end-to-end
task-oriented conversation (Track2-task1). PLATO-
2 has achieved the first place in all three tasks (Bao
et al., 2021). To sum up, the benefits brought by
the two-stage curriculum learning in PLATO-2 are
two-fold. Firstly, given the difficulties to scale
up PLATO, the two-stage curriculum learning is
an essential ingredient for the successful training
of 1.6B parameter PLATO-2. Secondly, the two-
stage PLATO-2 adapts well to multiple conversa-
tional tasks, indicating its potentials as a unified
pre-training framework for conversational Al.

4 Related Work

Related works include large-scale language models
and open-domain dialogue generation.

Large-scale Language Models. Pre-trained large-
scale language models have brought many break-
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throughs on various NLP tasks. GPT (Radford
et al., 2018) and BERT (Devlin et al., 2019) are
representative uni-directional and bi-directional
language models, trained on general text corpora.
By introducing pre-normalization and modifying
weight initialization, GPT-2 (Radford et al., 2019)
successfully extends the model scale from 117M
to 1.5B parameters. To cope with memory con-
straints, Megatron-LM (Shoeybi et al., 2019) ex-
ploits model parallelism to train an 8.3B parameter
model on 512 GPUs. GPT-3 (Brown et al., 2020)
further trains an 175B parameter autoregressive lan-
guage model, demonstrating strong performance
on many NLP tasks. The development of large-
scale language models is also beneficial to the task
of dialogue generation.

Open-domain Dialogue Generation. On the ba-
sis of GPT-2, DialoGPT (Zhang et al., 2020) is
trained for response generation using Reddit com-
ments. To obtain a human-like open-domain chat-
bot, Meena (Adiwardana et al., 2020) scales up the
network parameters to 2.6B and utilizes more so-
cial media conversations in the training process.
To emphasize desirable conversational skills of
engagingness, knowledge, empathy and personal-
ity, Blender (Roller et al., 2021) further fine-tunes
the pre-trained model with human annotated con-
versations. In addition to the attempts on model
scale and data selection, PLATO introduces dis-
crete latent variable to tackle the inherent one-to-
many mapping problem to improve response qual-
ity. In this work, we explore the effective training
of PLATO-2 via curriculum learning.

5 Conclusion

In this work, we discuss the effective training
of open-domain chatbot PLATO-2 via curriculum
learning, where two stages are involved. In the first
stage, one coarse-grained model is trained for gen-
eral response generation. In the second stage, two
models of fine-grained generation and evaluation
are trained for diverse response generation and re-
sponse coherence estimation. Experimental results
demonstrate that PLATO-2 achieves substantial im-
provements over the state-of-the-art methods in
both Chinese and English evaluations.
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A Data Cleaning Process

PLATO-2 has English and Chinese models, with
training data extracted from open-domain social
media conversations. As the comments are format-
ted in message trees, any conversation path from
the root to a tree node can be treated as one training
sample, with the node as response and its former
turns as context. To improve the generation quality,
we carry out elaborate data cleaning. A message
node and its sub-trees will be removed if any of the
following conditions is met.

1) The number of BPE tokens is more than 128

or less than 2.

2) Any word has more than 30 characters or the

message has more than 1024 characters.
3) The percentage of alphabetic characters is less
than 70%.

4) The message contains URL.

5) The message contains special strings, such as
1/, u/, &amp.

6) The message has a high overlap with the par-

ent’s text.

7) The message is repeated more than 100 times.

8) The message contains offensive words.

9) The subreddit is quarantined.

10) The author is a known bot.

After data cleaning, the English training data
contains 684M (context, response) samples and
the Chinese training data contains 1.2B (context,
response) samples. Each English/Chinese sample
has 2.78/2.82 utterances and each utterance has
26.29/22.20 tokens on average.

B Training Configurations

PLATO-2 has three model sizes: a standard version
of 1.6B parameters, a small version of 314M param-
eters, and a tiny version of 93M parameters. The
1.6B parameter model has 32 transformer blocks
and 32 attention heads, with the embedding dimen-
sion of 2048. The 314M parameter model has 24
transformer blocks and 16 attention heads, with
the embedding dimension of 1024. The 93M pa-
rameter model has 12 transformer blocks and 12
attention heads, with the embedding dimension of
768. The training configurations of PLATO-2 1.6B
are provided in Table 6. The training was carried
out on 64 Nvidia Tesla V100 32G GPU cards. It
takes about 3 weeks for the 1.6B parameter model
to accomplish the curriculum learning process.

C Chinese Case Analysis

We also provide two human-bot chat examples of
Xiaolce and PLATO-2 in Figure 4, with original
interactive logs shown on the left and translated
logs on the right. It can be observed that some
responses produced by Xiaolce are not coherent
with the contexts and there are some abrupt changes
of topics. By contrast, the interaction with PLATO-
2 is more coherent and engaging.

D Scoring Criteria in Human Evaluation

The criteria used in human evaluation are provided
in Table 7.

2523


https://doi.org/10.18653/v1/2020.acl-main.183
http://proceedings.mlr.press/v119/standley20a.html
http://proceedings.mlr.press/v119/standley20a.html
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
http://arxiv.org/abs/1506.05869
http://arxiv.org/abs/1506.05869
https://doi.org/10.18653/v1/2020.acl-demos.30
https://doi.org/10.18653/v1/2020.acl-demos.30
https://doi.org/10.18653/v1/2020.acl-demos.30
https://doi.org/10.18653/v1/P17-1061
https://doi.org/10.18653/v1/P17-1061
https://doi.org/10.18653/v1/P17-1061
https://doi.org/10.24963/ijcai.2018/643
https://doi.org/10.24963/ijcai.2018/643
https://doi.org/10.24963/ijcai.2018/643
https://doi.org/10.1162/coli_a_00368
https://doi.org/10.1162/coli_a_00368

Model Stage Batch Size Learning Rate Warmup Steps Training Steps
1. Coarse-grained Generation 524,288 Se-4 3125 20w
PLATO-2 . . .
1.6B Parameter 2.1. Fine-grained Generation 65,536 le-5 3125 10w
2.2. Evaluation 524,288 5e-5 3125 10w

Table 6: Training configurations of PLATO-2.

Microsoft Xiaolce Translated
Start {RE KD Start  Can you swim?
Bot TR Bot Yes, I'm very good at swimming.
Human X4FZ, FfE Human Awesome. | can’t swim.
Bot SRE kB ELRAREMR Bot Don’t worry. Swim ring. Or | can teach you.
Human $F0F, REAZLSH Human Great. How did you learn it?
Bot  WBERA BNk H A Bot Is there any swimming course?
Human {REFIF Human You can teach me.
N 3 Bot |canswim.
Bot HEIEIK
N Human Cool. | am afraid of water.
Human fREFEE, FEK
. Bot | can teach you.
Bot RHMR /
o R ~ Human Good. Let us find a time to go swimming together.
Human %f, AL [E—ZiHF %k
Bot  All right. Let us have dinner together.
Bot YFHIM, —iEnZiR
L Human Swimming first, then dinner.
Human SEiik Bz IR
Bot Itis time for dinner.
Bot FZiRY
Human What are you going to eat?
Human ZEnzig
Bot Code
Bot MZfLHD
Human Cool, | am coding too.
Human [5&E, RBAESKE
Bot A quick question, do you know how to insert the
Bot [AfR—TF, ZEMITT_EZA{aA0 N\ QQER At Bl K &9 AL ? code of instant chat into the webpage?
Human &0E Human |don’t know.
Bot AH/E—1c KL Bot Write me c++ code
PLATO-2 333M Chinese Translated
Start RS WX Start  Can you swim?
Bot &l —= Bot Yes, but not so good at it.
Human FRYREEH IR 4 Human Could you teach me?
Bot WIAIERHKHETFLD Bot |am afraid | am not a good teacher.
Human FRIRIAK, REE Human | am afraid of water.
Bot IBIhE REHAR Bot Then lam sure | can’t teach you.
- . o
Human fREASESH Human How did you learn it?
= . © | learnt it in the river as a kid, with a bunch
Bot /NEHEFUNMAFEE T EZE Bot )
of friends.
TR 3 B
Human | BREESF, RBTHSES Human That is great. | would like to learn swimming too.
DAL s 4
Bot XXM FTHR—EL Bot Go for it. We can go swimming together then.
S/ ey
Human 4F0F, BIEHREA—E KX Human  Good, let us go swimming together.
1 b 7 3]
Bot IRAFBRICIRTTEA Bot Aren’t you afraid | will throw you into the river?
Human KX T HAIE Human | won't if | can swim.
Bot FBIREICEH & kBl W Bot Remember to bring a swim ring.
Human [BI&, %A Human All right.
Bot EBERBECHhEE Bot  Bring yourself as well, lol

Figure 4: Human-bot chat examples by Microsoft Xiaolce and PLATO-2.
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Score Coherence

* The response is not related with the context.

* The response simply repeats the context.

* The response has obvious conflicts with the context.
* There are serious logic conflicts within the response.

* The response has minor conflicts with the context.
* There are some minor logic conflicts in the response.

2 * The response is coherent with the context.

Score Informativeness

* The response doesn’t contain any information.

* This response just repeats the context and fails to bring
any additional information.

* The information is invalid, as the coherence score is 0.

* The information has conflicts with common sense.
* There are factual errors in the response.

2 * The response has appropriate and correct information.

Engagingness

0 » I don’t want to talk with this speaker.

« It is kind of boring, but it is still ok to talk with this

speaker.

) * I would like to talk with this speaker for a long
conversation.

Score Humanness

0 * This speaker seems like a bot.

1 * This speaker gives unnatural responses occasionally
and seems not that human-like.

2 * This speaker seems like a human being.

Table 7: Score details of four metrics in human evalua-
tion.

E Response Selection Comparison

We carry out more experiments to compare the per-
formance of distinct scoring functions in response
selection. Firstly, one Chinese response selection
dataset is constructed: 100 dialogue contexts are se-
lected from the test set and 10 candidate responses
are retrieved for each context with a commercial
chatbot. Secondly, we ask crowd-sourcing work-
ers to annotate the label whether the candidate re-
sponse is coherent with the context. Thirdly, we
train three 336M parameter models as the scor-
ing function, including the forward response gen-
eration probability p(r|c), the backward context

Score Function MAP MRR P@1
p(r|c) 0.705 0.790 0.700
p(c|r) 0.672 0.737 0.610

p(lc,7) 0.754 0.819 0.750

Table 8: Comparison of different score functions in re-
sponse selection, with best value written in bold.

recover probability p(c|r) and the bi-directional
coherence probability p(l,|c,r). Their results on
the annotated response selection dataset are sum-
marized in Table 8. The metrics of mean average
precision (MAP), mean reciprocal rank (MRR) and
precision at position 1 (P@1) are employed. These
results indicate that PLATO-2’s evaluation model
is better at selecting appropriate responses.
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