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Abstract

Automatic fact verification has attracted re-
cent research attention as the increasing dis-
semination of disinformation on social media
platforms. The FEVEROUS shared task in-
troduces a benchmark for fact verification, in
which a system is challenged to verify the
given claim using the extracted evidential el-
ements from Wikipedia documents. In this pa-
per, we propose our 3"¢ place three-stage sys-
tem consisting of document retrieval, element
retrieval, and verdict inference for the FEVER-
OUS shared task. By considering the context
relevance in the fact extraction and verifica-
tion task, our system achieves 0.29 FEVER-
OUS score on the development set and 0.25
FEVEROUS score on the blind test set, both
outperforming the FEVEROUS baseline.

1 Introduction

The large-scale dissemination of disinformation on
social media platforms intended to mislead or de-
ceive the general population has become a major so-
cietal problem (Tan et al., 2020). For example, the
widespread disinformation of the Covid-19 vaccine
has caused a growth of anti-vaccination sentiment
online and led to declining vaccination coverage.
As the best way to stop disinformation from going
viral online is early verification, recent researchers
have put efforts into automatic fact verification sys-
tems.

To answer the increasing demand for such sys-
tems, the FEVER (Fact Extraction and VERifica-
tion) dataset (Thorne et al., 2018) was introduced
and used for the shared task of the FEVER Work-
shop 2018. It consists of 185,445 annotated claims
with a label of "SUPPORTED", "REFUTED", or
"NOT ENOUGH INFO" as well as sets of ev-
idential sentences from the given pre-processed
Wikipedia pages. Among the participated teams
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of the shared task, Nie et al. (2019) proposed a
system consisting of three connected homogeneous
networks of document retrieval, sentence selection,
and claim verification. Yoneda et al. (2018) pro-
posed a four-stage system that utilizes logistic re-
gression models for the document retrieval and
sentence retrieval stages, Enhanced Sequential In-
ference Model (ESIM) (Chen et al., 2017) for the
natural language inference stage, and Multi-Layer
Perceptron (MLP) for the aggregation stage.

To explore the ability of automatic fact verifi-
cation systems over both unstructured sentences
and structured table-based information, Aly et al.
(2021) introduces the Fact Extraction and VERIifica-
tion Over Unstructured and Structured information
(FEVEROUS) dataset. The shared task in 2021
uses the FEVEROUS dataset and further requires
a system to be able to retrieve structured informa-
tion from Wikipedia as evidence for each claim,
which differs from the shared task in 2018. How-
ever, these two shared tasks still share the similar
setting as a fact extraction and verification prob-
lem, which makes the pipelines and methods of the
early proposed systems worth referring to. All in
all, the FEVEROUS shared task in 2021 challenges
a system to extract evidential elements, primar-
ily sentences and table cells, from the given 5.4M
Wikipedia documents and verify as "SUPPORTS",
"REFUTES", or "NOT ENOUGH INFO" for each
given claim. Systems are evaluated by jointly con-
sidering how complete the relevant Wikipedia ele-
ments are retrieved and how correct the final verifi-
cation verdicts are.

In this paper, we propose a three-stage system
as Figure 1 shows to improve the FEVEROUS
baseline in two aspects. First, while the base-
line retriever pays attention to literal relevance and
word frequency with a combination method of en-
tity matching and TF-IDF, we fine-tune the BERT
model (Devlin et al., 2019) to integrate the con-
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text relevance for finding evidential elements and
downstream verdict inference. Second, the base-
line predictor uses the claim and the concatenation
of retrieved elements as input, having a constraint
of the maximum input length. We experiment with
several ways to include more elements for verdict
inference. Finally, these improvements allow us to
achieve substantially higher performance than the
baseline.

2 System Description

Our system is a three-stage model consisting of
document retrieval, element retrieval, and verdict
inference. Document retrieval aims to extract the
selection of the most related Wikipedia documents
when only given the claim. The claim and the
set of candidate elements from the most related
Wikipedia documents are then given to the sub-
sequent element retrieval to find out the most ev-
idential elements regarding the claim. The final
stage utilizes the NLI model for verdict inference,
predicting the final verdict based on the most evi-
dential elements and the claim.

2.1 Document Retrieval

Document retrieval is to extract the most related
documents from 5.4M Wikipedia documents when
only given the claim. A Wikipedia document is
determined as related by checking if any element
from the Wikipedia document is included as evi-
dential elements for the given claim.

Our document retrieval utilizes Anserini (Yang
et al., 2018), an information retrieval toolkit built
on Lucene and providing an easy-to-use inter-
face for querying. Experiments have shown that
Anserini is efficient in indexing large document
collections and provides modern ranking methods
that are on par with research requirements.

Based on the observation that the claim often
includes the title and the introductory section of the
related Wikipedia document, we take the title and
the first 10 elements of each Wikipedia document,
normalize them by removing the links, and then
build the indices of our Wikipedia document collec-
tion. We then use our Anserini to query each claim
with the indices we built and retrieve k£ Wikipedia
documents most related to the claim as well as their
relatedness scores.
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Figure 1: System Overview: Document Retrieval, Ele-
ment Retrieval, and Verdict Inference.

2.2 Element Retrieval

For element retrieval, we experiment with two
different approaches, the Anserini and the BERT
model, to select relevant elements from documents
retrieved in the previous stage. Both methods re-
quire every element to be a sequence input, includ-
ing the table elements. We apply two techniques
to linearize the table elements. One is converting
each cell element to a sequence format of "[Header]
is [Cell]." (Oguz et al., 2021), and the other is
prepending the Wikipedia document title of the el-
ement in front of the converted sequence. Take
the evidential cell element "Travis Hafner" as an
example, we first convert it as a sequence "Player
is Travis Hafner.", and then prepend the title to the
sequence as "2005 Cleveland Indians season Player
is Travis Hafner.".

For our Anserini in the element retrieval stage,
we use every element in the entire Wikipedia doc-
uments to build the indices of another Wikipedia
elements collection. Due to the mechanism of the
Anserini, we first retrieve [ top related Wikipedia
elements when only given the claim, and apply a
filter of £ most related documents to utilize the
benefits of the document retrieval stage and obtain
the finally retrieved m elements. The afterward
filter leads to the different numbers of finally re-



trieved m elements for each claim. To improve the
performance, we separate the retrieval procedure
for sentences and tables by building another two
separated collections.

For the second approach experimented in the
element retrieval stage, we fine-tune the BERT
model as a binary classification with the ground
truth elements as positive and the other elements
as negative from the k£ most related Wikipedia doc-
uments retrieved by our Anserini in the document
retrieval stage. Our BERT model takes the con-
catenation of the claim and the element sequence
as input, and we use the output prediction to cal-
culate the normalized relatedness scores. We rank
the elements according to the normalized related-
ness scores and select m Wikipedia elements top
related to the claim. The normalized relatedness
score between the claim ¢; and the j-th element is
computed as:

+
ep

p(r =1c;, j) = e

where © € {0, 1} indicates whether the j-th ele-
ment is positive or negative, p* is the prediction
scores for positive, p~ is the prediction scores for
negative, and p(x = 1|¢;,j) is the normalized
score for p.

Our BERT model uses the Adam optimizer
(Kingma and Ba, 2015) with a learning rate of
le~>, a batch size of 16, and 1 training epochs due
to the time constraint.

2.3 Verdict Inference

On the third stage of the FEVEROUS shared task,
NLI is a task that matches the scenario of classi-
fying the semantic relationship between the claim
and the retrieved elements as “SUPPORTS”, “RE-
FUTES”, or “NOT ENOUGH INFO” (NEI). There-
fore, we adopt the RoBERTa (Liu et al., 2019) NLI
model pre-trained on well-known NLI datasets, in-
cluding SNLI, MNLI, FEVER-NLI, ANLI (Nie
et al., 2020), and experiment on its variants with
aggregation method on top of it to fully utilize the
semantic information of retrieved elements in the
previous stage.

For simplicity, we name our RoBERTa
NLI model without aggregation as RoBERTa,
RoBERTa NLI model with logical aggregation as
RoBERTa-LOG, and RoBERTa NLI model with
MLP for aggregation as ROBERTa-MLP. Both ag-
gregation methods have been proved effective in
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Method k Recall
Baseline 5 0.69
.. 0.69
Our Anserini 0 073

Table 1: Recall is calculated by the frequency of the
ground truth document occurrence in the retrieved doc-
uments. k indicates the number of retrieved documents.

Yoneda et al. (2018). Our RoBERTa takes the claim
and the concatenation of all retrieved elements as
input, while our ROBERTa-LOG and RoBERTa-
MLP take the claim and each retrieved element as
input.

The RoBERTa NLI models are fine-tuned with
ground truth labels in FEVEROUS training set and
additionally sampled NEI instances to get rid of
the unbalanced labeling problem. We use the adam
optimizer with a learning rate of 1e %, a batch size
of 8, a scheduler to watch on the development loss,
and a total of 7 training epochs. Our RoBERTa-
LOG simply merges the NLI predictions and out-
puts the label obtaining the highest point. For our
RoBERTa-MLP, our MLP containing two fully con-
nected layers and ReL.U is trained jointly with the
RoBERTa NLI models.

3 Results

3.1 Document Retrieval Results

To evaluate the performance of the document re-
trieval, we measure the recall metric and the re-
sults are shown in Table 1. Our document retriever
achieves a document coverage of 69% when retriev-
ing the top 5 documents and 73% when retrieving
the top 10 documents. When deciding the value of
k, it is a trade-off between retrieval performance
and computational resources. As a result, we set
k = 5 for the downstream element retrieval using
the BERT model and at the same time experiment
with different settings for the downstream element
retrieval using the Anserini.

3.2 Element Retrieval Results

Table 2 shows the development set results using our
Anserini. The retriever of [ = 5000 with prepend-
ing achieves better performance than the retrievers
without prepending. From the results, we observe
that prepending title improves recall performance.
Nevertheless, to meet the submission requirement
of at most 5 sentences and 25 cells for each claim,
the averagely obtained 58 elements require further



1 Prepend k avg-m Recall Model S R NEI Overall
5000 - 5 244 0.35 Baseline 0.88 0.85 0.30 0.67
50000 - 5 415 0.40 RoBERTa 0.88 0.84 0.35 0.69
5000 v 10 58 0.55 RoBERTa-LOG 0.74 0.68 0.14 0.52
1000 (s) v 10 49 0.50 RoBERTa-MLP 0.66 0.00 0.00 0.22
5000 (c) v 20 199 0.43

Table 2: Recall is calculated on an element level with
our Anserini. 1 indicates the number of retrieved ele-
ments by our Anserini. (s) and (c¢) indicate separated
retrieval for sentence and cells respectively. Prepend
indicates whether the title is prepended to the linearized
element sequence. k indicates the number of retrieved
documents used to filter the elements. avg-m indicates
the averagely retrieved m elements eventually after the
filter of £ most related documents on [ elements.

Prepend m Sentence Table Overall
- 40 0.73 0.16 0.37
v 40 0.71 0.52 0.59
Table 3: Coverage for sentence, table, and overall

performance with our BERT using the 5 most related
Wikipedia documents retrieved by our Anserini in the
document retrieval stage. m indicates the number of re-
trieved elements. Prepend indicates whether the title
is prepended to the linearized element sequence.

control on retrieved numbers of each element type.
Experiments show that different combinations of
[ and k as well as separating the retrieval for sen-
tences and tables respectively achieve compara-
ble performance to the retriever of [ = 5000 with
prepending and provide better supervision of the
number and type of the retrieved elements.

Table 3 shows the development set results us-
ing our BERT. We observe similar results with
our Anserirni, which the retriever with prepend-
ing achieves better performance than the retrievers
without prepending.

We use our Anserini of [ = 5000 with prepend-
ing and our BERT with prepending to have a rela-
tively fair comparison between our two approaches
for element retrieval. Our Anserini of [ = 5000
with prepending covers 55% of all elements, while
our BERT with prepending covers 59%, showing
our BERT substantially outperforms our Anserini.

3.3 Verdict Inference Results

Table 4 shows the development set results of our
models trained on a training subset. We observe
that the ROBERTa-LOG reaches 0.52 F} score and
the RoOBERTa-MLP reaches 0.22 F} score, both
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Table 4: Performance of different verdict inference
methods trained on a training subset. Scores are re-
ported on the development set in per-class F}, with
S represents "SUPPORTS", R represents "REFUTES",
and NEI represents "NOT ENOUGH INFO". The over-
all score is reported using macro-averaged F}.

are much lower than the RoOBERTa. This indicates
that, while each claim in the development set only
requires an average of 4.6 elements to reach the
golden truth label according to our analysis, it is in-
appropriate for our ROBERTa-LOG and RoBERTa-
MLP to take all thirty elements evenly for each
claim. Therefore, we choose to use our RoOBERTa
and simplify the input by removing potentially re-
peated words to allow more elements included for
verdict inference.

We also test the performance of our ROBERTa
with different element retrieval methods using the
FEVEROUS scorer as shown in Table 5. The per-
formance of evidence is reported with a restriction
of at most 5 sentences and 25 cells as the FEVER-
OUS scorer limits. We observe that the quality of
the upstream data is crucial to the performance of
the downstream task, as our ROBERTa taking the
elements from our Anserini and BERT reach 0.58
and 0.60 accuracy, respectively. Experiments also
show that our ROBERTa taking the elements from
our BERT is more robust than our Anserini with
improvements in evidence precision, recall, and
F score. Our RoBERTa taking the elements from
our BERT also outperforms the baseline with 0.1
improvements on FEVEROUS score.

According to our observation of the performance
on all three stages, we decide our final system as the
combination of our Anserini for document retrieval,
our BERT for element retrieval, and our RoOBERTa
for verdict inference. The results of the blind test
of our final system are presented in Table 6. Our
final system is proved robust and outperforms the
FEVEROUS baseline.

4 Error Analysis

Our system proves that performing document re-
trieval, element retrieval and verdict inference in
the three-phase procedure is a proper pipeline for



Evidence

System FEVEROUS Accuracy Precision Recall F)

Baseline 0.19 0.53 0.12 0.30 0.17

Ground Truth+RoBERTa 0.84 0.84 1.00 0.99 0.99
Anserini+Anserini+RoBERTa 0.22 0.58 0.09 0.32 0.14
Anserini+BERT+RoBERTa 0.29 0.60 0.10 042 0.17

Table 5: Performance of different element retrieval methods using our RoBERTa. Scores are reported on the
development set using the FEVEROUS scorer. The Anserini uses [ = 5000 with prepending and a filter of £ = 10
documents. The BERT uses & = 5 documents retrieved from the previous stage and utilizes prepending for element

retrieval.
Evidence
System FEVEROUS Accuracy Precision Recall B
Baseline 0.1773 0.4548 0.1017  0.2878 0.1503
Anserini+Anserini+RoBERTa 0.2215 0.5108 0.0810  0.3414 0.1310
Anserini+BERT+RoBERTza (final) 0.2514 0.5229 0.0991  0.3907 0.1581

Table 6: Performance of systems on blind test results. Our final system is Anserini for document retrieval with
k = 5, BERT for element retrieval with prepending, and RoBERTa for verdict inference. The candidate system
is Anserini for both document and separated retrieval of different element types as well as RoOBERTa for verdict

inference.

the fact extraction and verification shared task. For
evidence retrieval (document and element retrieval),
our proposed methods of the BM25-based Anserini
and the context-aware BERT model considers both
the presence of certain keywords and semantic con-
text. Hence, it is able to extract related elements
over unstructured sentences and structured table
cells.

Nevertheless, the retrieval performance still has
room for improvement in two aspects. One is to
tune the balance weighting between the presence
of certain keywords and the semantic context. The
other is to attentively design the fine-tuning of the
BERT model for element retrieval. During the fine-
tuning process, we use the output from the docu-
ment retrieval stage and set as negative labels for
all elements from the 5 most related documents that
are not annotated as evidence of the correspond-
ing claim. While each claim has only a maximum
of 3 evidence sets and an average of nearly 4 ele-
ments per set, our BERT model suffers from the
unbalanced labeling problem, in which the pro-
cess includes massive negative and few positive
instances. The positive instances in the fine-tuning
are also rather few because we use the output of
the document retrieval stage that only retrieves a
document coverage of 69%.

64

5 Conclusion

We describe our 37 place system for the FEVER-
OUS shared task via the three-stage setup of doc-
ument retrieval, element retrieval, and verdict in-
ference. By considering the context relevance in
the fact extraction and verification task, our system
achieves 0.29 FEVEROUS score on the develop-
ment set and 0.25 FEVEROUS score on the blind
test set, both outperforming the FEVEROUS base-
line.
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