HinGE: A Dataset for Generation and Evaluation of Code-Mixed Hinglish
Text

Vivek Srivastava
TCS Research
Pune, Maharashtra, India
srivastava.vivek2@tcs.com

Abstract

Text generation is a highly active area of re-
search in the computational linguistic commu-
nity. The evaluation of the generated text is
a challenging task and multiple theories and
metrics have been proposed over the years.
Unfortunately, text generation and evaluation
are relatively understudied due to the scarcity
of high-quality resources in code-mixed lan-
guages where the words and phrases from
multiple languages are mixed in a single ut-
terance of text and speech. To address this
challenge, we present a corpus (HinGE) for a
widely popular code-mixed language Hinglish
(code-mixing of Hindi and English languages).
HinGE has Hinglish sentences generated by
humans as well as two rule-based algorithms
corresponding to the parallel Hindi-English
sentences. In addition, we demonstrate the in-
efficacy of widely-used evaluation metrics on
the code-mixed data. The HinGE dataset will
facilitate the progress of natural language gen-
eration research in code-mixed languages.

1 Introduction

Code-mixing is the mixing of two or more lan-
guages in a single utterance of speech or text.
A commonly observed communication pattern
for a multilingual speaker is to mix words and
phrases from multiple languages. Code-mixing
is widespread across various language pairs, such
as Spanish-English, Hindi-English, and Bengali-
English. Recently, we observe a boom in the avail-
ability of code-mixed data with the inflation of the
social media platforms such as Twitter and Face-
book.

In past, we witness magnitude of work to ad-
dress standard code-mixing natural language un-
derstanding (NLU) tasks such as language identi-
fication (Shekhar et al., 2020; Singh et al., 2018a;
Ramanarayanan et al., 2019), POS tagging (Singh
etal.,2018b; Vyas et al., 2014), named entity recog-
nition (Singh et al., 2018a), and dependency pars-
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ing (Zhang et al., 2019a) along with sentence clas-
sification tasks like sentiment analysis (Patwa et al.,
2020; Joshi et al., 2016), stance detection (Utsav
et al., 2020), and sarcasm detection (Swami et al.,
2018). Unlike code-mixed NLU, natural language
generation (NLG) of code-mixed text is highly un-
derstudied. Resource scarcity adds to the challenge
of building efficient solutions for code-mixed NLG
tasks. Evaluation of the code-mixed NLG tasks
also lacks standalone resources, theories, and met-
rics.

Recently, we observe a growing interest in the
code-mixed text generation task. To generate the
code-mixed data various techniques have been em-
ployed such as matrix frame language theory (Lee
et al., 2019; Gupta et al., 2020; Jain et al., 2021),
equivalent constraint theory (Pratapa et al., 2018),
pointer-generator network (Winata et al., 2018,
2019; Gupta et al., 2020), Generative Adversar-
ial Networks (GANSs) (Gao et al., 2019), etc. The
majority of the available datasets (Rijhwani et al.,
2017; Solorio et al., 2014; Patro et al., 2017) em-
ployed in code-mixed NLG contains noisy code-
mixed text collected from social media platforms
such as Twitter. These datasets also lack the san-
ity check for the quality of sentences, making the
systems developed on these datasets vulnerable to
real-world applicability. To address the challenge
of scarcity of high-quality resources for the code-
mixed NLG tasks, we propose HinGE dataset' that
will facilitate the community to build robust sys-
tems. The dataset contains sentences generated
by humans as well as two rule-based algorithms.
In Table 1, we compare HinGE with three other
baseline datasets that can be used in the Hinglish
code-mixed text generation and evaluation task.

In addition to the code-mixed NLG, the evalua-
tion of the generated code-mixed text is a challeng-
ing task. The widely popular metrics for monolin-

"https://sites.google.com/view/vivek—
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Dataset characteristics Banerjee et al. (2018) | Srivastava and Singh (2020) | Gupta et al. (2020) HinGE
Parallel source sentences Only ES Only ES v v
Human-generated code-mixed sentences 4 v X v
Multiple h - ted code-mixed
ultiple human-generated code-mixe X X X v
sentences for a parallel sentence
Machine-generated code-mixed sentences X X v v
Multiple machine-generated code-mixed X X v v
sentences for a parallel sentence
H tings for th lity of
uman ratings for the quality o X X X v
generated code-mixed sentences
1,976 PS
. 6733 UEU 1,561,840 PS ’ ;
Dataset size i 13,738 ) g 4,803 HGHS,
6549 UHU 252,330 MGHS 3.952 MGHS

Table 1: Comparison between the various datasets available for the Hinglish NLG tasks. UEU: Unique English
Utterance, UHU: Unique Hinglish Utterance, ES: English Sentences, PS: Parallel Sentences, HGHS: Human-
Generated Hinglish Sentences, MGHS: Machine-Generated Hinglish Sentences.

gual languages fail to capture the linguistic diver-
sity present in the code-mixed data, such as spelling
variation and complex sentence structuring. The
quality ratings of the sentences generated by the
rule-based algorithms in HinGE dataset will help
to develop the metrics and theories for evaluating
the code-mixed NLG tasks. Our main contributions
are:

* We create high-quality human-generated code-
mixed Hinglish sentences corresponding to
the parallel Hindi-English sentences. Each
pair of parallel sentences has at least two
human-generated Hinglish sentences.

* In addition to the human-generated code-
mixed sentences, we propose two rule-based
algorithms to generate the Hinglish sentences.

* We demonstrate the inefficacy of five widely
popular metrics for the NLG task with the
code-mixed text.

* To develop efficient metrics for the code-
mixed NLG tasks, we provide the human rat-
ings corresponding to the code-mixed sen-
tences generated by the rule-based algorithms.

2 Human-Generated Hinglish Text

The scarcity of high-quality code-mixed datasets
limits current research in various NLU tasks such as
text generation and summarization. To address this
challenge, we create a human-generated corpus of
Hinglish sentences corresponding to parallel mono-
lingual English and Hindi sentences. We use the
IIT Bombay English-Hindi Parallel Corpus (here-
after ‘IIT-B corpus’) (Kunchukuttan et al., 2018).
The IIT-B corpus has 1,561,840 parallel sentence

pairs in English and Hindi. The English sentences
are written in the Roman script, and the Hindi sen-
tences are written in the Devanagari script. We
randomly select 5,000 sentence pairs, in which the
number of tokens in both the sentences is more than
five to create a human-generated parallel corpus.

To create the gold-standard dataset, we employ
five human annotators. Each annotator has expert-
level proficiency in writing, speaking, and under-
standing English and Hindi languages. The objec-
tive of the annotation is to generate at least two
unique Hinglish code-mixed sentences correspond-
ing to the parallel English and Hindi sentence pairs.
The annotators can also generate more than two
code-mixed sentences for each sentence pair. We
shuffle, pre-process, and share the sentence pairs
with the annotators to generate the corresponding
Hinglish sentences. A single annotator annotates
each sentence pair.

We assign 1,000 unique sentence pairs to each
annotator with the following annotation guidelines:

* The Hinglish sentence should be written in
Roman script.

» The Hinglish sentence should have words
from both the languages, i.e., English and
Hindi.

* Avoid using new words, wherever possible,
that are not present in both the sentences.

« If the source sentences are not the translation
of each other, mark the sentence pair as “#”.

Post annotation, we remove the sentence pairs
marked as “#” or are missing an annotation. Note
that due to the complexity of generating code-
mixed sentences, such as the inability to iden-
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tify two unique Hinglish sentences, complex sen-
tence structuring, and usage of difficult words in
monolingual sentences, annotators do not provide
two unique sentences Hinglish sentences for each
monolingual sentence pair. We obtain 1,978 sen-
tence pairs with two or more unique Hinglish sen-
tences. On average, 2.5 code-mixed sentences are
created for each Hindi-English sentence pair. Fig-
ure 1 shows an example of two code-mixed sen-
tences generated by the annotator for a given sen-
tence pair.

Qualitative evaluation of the human-generated
Hinglish text: To qualitatively evaluate the gen-
erated sentences, we adapt the evaluation strategy
described in (Srivastava and Singh, 2021). We ran-
domly sample 100 Hinglish sentences generated by
humans along with the source parallel monolingual
English and Hindi sentences. We employ two hu-
man annotators” for the qualitative evaluation. We
ask the annotators to rate each Hinglish sentence
on two metrics:

* Degree of code-mixing (DCM): The code-
mixing index (CMI) proposed by (Das and
Gambick, 2014) measures the degree of code-
mixing in a text based on language tags of the
participating tokens. The objective of DCM
follows CMI with an exception of explicit to-
ken language identification to measure the de-
gree of code-mixing in the text. The DCM
score can vary between 0 to 10. A DCM score
of 0 corresponds to the monolingual sentence
with no code-mixing, whereas the DCM score
of 10 suggests a high degree of code-mixing.

* Readability (RA): RA score can vary be-
tween 0 to 10. A completely unreadable sen-
tence due to many spelling mistakes, no sen-
tence structuring, or meaning yields a RA
score of 0. A RA score of 10 suggests a highly
readable sentence with clear semantics and
easy-to-read words.

The average DCM scores by the two human an-
notators are 8.72 and 8.65. The average RA scores
are 8.65 and 8.37. The high average scores demon-
strate good quality code-mixed sentence generation.
Table 2 shows example ratings provided by the two
human annotators to the five Hinglish sentences.

Zdifferent from the human annotators who generate the
Hinglish sentences.

ENGLISH:

HINDI: Ield HHEHOT S AT SHAAT X 3@ 6 99 9

HINGLISH 1: ka jo aap
isstemaal kar rahe hai use kare.
HiNGLISH 2: ka jo aap

isstemaal kar rahe hai use chune.

J

Figure 1: Example of the code-mixed sentences gen-
erated by the annotator for an -Hindi sentence
pair.

3 Machine-Generated Hinglish Text

In addition to the human-generated code-mixed
text, we also generate the Hinglish sentence syn-
thetically by following the Embedded-Matrix the-
ory (Joshi, 1982). We propose two rule-based
Hinglish text generation systems leveraging the par-
allel monolingual English and Hindi sentences. In
both systems, we use Hindi as the matrix language
and English as the embedded language. The matrix
language imparts structure to the code-mixed text
with tokens embedded from embedded language.
We also use several linguistic resources in both
generation systems. These resources include:

* English-Hindi Dictionary: @ We curate
77,805 pairs of English words and the corre-
sponding Hindi meanings from two sources™*
to construct an English-Hindi dictionary.

* Cross-lingual Word Embedding: We lever-
age multilingual word vectors for English and
Hindi tokens. These word-vectors (dim =
300) are generated from fastText’s multilin-
gual pre-trained model (Bojanowski et al.,
2017). We further map these vectors to a
common space using VecMap (Artetxe et al.,
2018).

* GIZA++: GIZA++ (Och and Ney, 2003)
learns the word alignment between the paral-
lel sentences using an HMM based alignment
model in an unsupervised manner. We train
GIZA++ on IIT-B corpus.

* Script Transliteration: We transliterate the
code-mixed sentences containing tokens in the
Devanagari script to the Roman script (Mishra,
2019).

Shttp://www.cfilt.iitb.ac.in/~hdict/
webinterface_user/index.php

*https://jankaribook.com/verbs-1list-
verb-in-hindi/
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Hinglish sentences Human 1 Human 2
DCM | RA | DCM | RA

ke ke aadhar par rajyo ki 10 10 8 8

, aap logo se jyada he. 7 8 9 8

Shighra hi maansingh ke saath saude baazi kar rha tha. 8 10 8 8

par , aur mai aapko bata kar ja rahi hun. 9 10 9 9

«“ andhvishavaasi?” 9 9 9 9

Table 2: Example DCM and RA ratings provided by the two human annotators to the human-generated Hinglish
sentences. We color code the tokens in the Hinglish sentence based on the language with the scheme:
tokens with orange, Hindi tokens with blue and language independent tokens with black color.

* YAKE: We use YAKE (Campos et al., 2020),
an unsupervised automatic keyword extrac-
tion method, to extract the key-phrases from
the monolingual English and Hindi sentences.

We further extend the English-Hindi dictionary
by incorporating parallel sentences in the IIT-B cor-
pus. We leverage VecMap’s shared representation
to identify the closest word in English and the cor-
responding Hindi sentence. In addition, we also
leverage GIZA++ to align the parallel sentences
resulting in aligned English-Hindi tokens. Both
of these steps extend the initial dictionary from
77,809 to 1,52,821 words and meaning pairs. We
use this extended dictionary in the following two
code-mixed text generation systems:

¢ Word-aligned code-mixing (WAC): Here,
we align the noun and adjective tokens be-
tween the parallel sentences using the ex-
tended dictionary. We replace all the aligned
Hindi tokens with the corresponding English
noun or adjective token and transliterate the
resultant Hindi sentence to the Roman script.
Figure 2 demonstrates the example Hinglish
text generated from the parallel monolingual
English and Hindi sentences using the WAC
procedure.

* Phrase-aligned code-mixing (PAC): Here,
we align the keyphrases of length up to three
tokens between the parallel sentences. To
identify the keyphrases, we use the YAKE
tool. We replace all the aligned Hindi phrases
with the corresponding longest matching En-
glish phrase and transliterate the resultant
Hindi sentence to the Roman script. Figure 3
demonstrates the example Hinglish text gen-
erated from the parallel monolingual English
and Hindi sentences using the PAC procedure.

It should be noted that the code-mixed sentences
generated using the WAC and PAC procedures have

added noise (spelling variations, grammatical in-
consistencies, etc.) and are not an exact representa-
tion of the high-quality code-mixed text generated
by humans. This noisy machine-generation of the
code-mixed text is intentional such that the effi-
cacy of the evaluation metrics could be studied (see
Section 4) for the wide spectrum of sentences and
should not be limited to good quality code-mixed
sentences.

English sentence:

Hindi sentence: HeU =@ 99 Tl & @ig
R gfei T8l 2.

Alignment candidates in English sentence:

Alignment candidates in Hindi sentence: {%2qT,

RUECEZGIY

Aligned words using extended dictionary:
{ — GQS\T, d \1 \E f LEI ] }
Intermediate code-mixed text: EE|
T 8 T

nahin
paribhasit nahin

Romanized code-mixed text:
bhej sakta haia koee
hai

Figure 2: An example Hinglish code-mixed sentence
generated using WAC method.

4 A Study on Evaluation of Code-Mixed
Text Generation

In this section, we evaluate machine-generated
code-mixed text. This study demonstrates se-
vere limitations of five widely popular NLP met-
rics in evaluating code-mixed text generation
performance. We leverage the following met-
rics: (i) Bilingual Evaluation Understudy Score
(BLEU, Papineni et al. (2002)), (ii) NIST (Dod-
dington, 2002), (iii) BERTScore (BS, Zhang et al.
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English sentence:
Hindi sentence: ?ﬁfif 7-1?[ IS Hehal E:': Eﬁ'ﬁ
R TR Tl €.

Key-phrases in English sentence:

Key-phrases in Hindi sentence: { Hear Tt A,
A Al 8:, & IS TIIAHAT , WRIIHT TRATI,
e, 99, :, WdeR, uftita |

Aligned phrases using extended dictionary:

{ — W, — 9, —d-

TG —afdsnfia, —TI-

YefeRa afewfea }

Intermediate code-mixed text: 7-1'53
Gehdl & g EEES

Romanized code-mixed fext: nahin
sakta haia koee nahin

hai

Figure 3: An example Hinglish code-mixed sentence
generated using PAC method.

(2019b)), (iv) Word Error Rate (WER, Leven-
shtein (1966)), and (v) Translator Error Rate
(TER, Snover et al. (2006)). Higher BLEU, NIST,
or BS values and lower WER or TER values rep-
resent better generation performance. We conduct
two experiments to evaluate the machine-generated
Hinglish text:

* Human evaluation: First, we perform coarse-
grained qualitative evaluation by randomly
sampling 100 English-Hindi sentence pairs
and corresponding WAC and PAC generated
sentences. We employ two human evaluators’
who are proficient in English and Hindi lan-
guages to evaluate the quality of the gener-
ated sentences. We ask evaluators to provide
one of the two labels — Correct and Incor-
rect — to each of the generated sentences. A
sentence is marked Correct if it is following
the semantics of the parallel sentences and
has high readability. Table 3 shows the anno-
tator’s agreement on the randomly sampled
set of sentences. The coarse-grained qual-
itative evaluation shows the correct genera-
tion in at least 50% of the cases. Table 4
shows the evaluation of the randomly sam-

3The evaluators are different from the annotators employed
in Section 2).
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pled 100 sentences on five metrics. The results
show the inefficacy of automatic evaluation
metrics to capture the linguistic diversity of
the generated code-mixed text due to spelling
variations, omitted words, limited reference
sentences, and informal writing style (Srivas-
tava and Singh, 2020). We further conduct a
fine-grained qualitative human evaluation to
measure the similarity between the machine-
generated Hinglish sentences and the monolin-
gual pair, the readability, and the grammatical
correctness. We employ a new set of eight
human evaluators to provide a rating between
1 (low quality) to 10 (high quality) to the PAC
and WAC generated Hinglish sentences based
on the following three parameters:

— The similarity between the generated
Hinglish and the monolingual source sen-
tences.

— The readability of the generated sen-
tence.

— The grammatical correctness of the gen-
erated sentence.

Each generated sentence is rated by two hu-
man evaluators. All the evaluators have expert-
level proficiency in the English and Hindi lan-
guages. Table 5 shows ratings provided to
a representative machine-generated Hinglish
sentence. Figure 4 shows the distribution of
the fine-grained human evaluation scores. For
both procedures, the majority (WAC: 82.3%
and PAC: 75.2%) of the sentences score in the
range 6-9. None of the sentences received
a rating score of 1. The results further cor-
roborate our claim that automatic evaluation
metrics undermine code-mixed text genera-
tion performance. Figure 5 shows the dis-
tribution of the disagreement in the human
evaluation of the generated sentences. We cal-
culate the disagreement as to the absolute dif-
ference between the human evaluation scores.
PAC-generated sentences are more prone to
high disagreement (>=5) in the human eval-
uation than WAC. This could be attributed
to the fact that PAC-generated sentences are
relatively less constrained, which leaves the
evaluation to the expertise and interpretation
of the Hinglish language by the annotators.

Metric-based evaluation: Next, we analyze
the performance of five evaluation metrics on



WAC PAC
Agree | Disagree || Agree | Disagree
Correct 56 55
Incorrect 22 22 5 40

Table 3: Annotator agreement on the randomly sam-
pled sentences for WAC and PAC.

BLEU | WER TER NIST BS
WAC | 0.1229 | 0.8240 | 0.7830 | 2.2045 | 0.857
PAC | 0.1202 | 0.8228 | 0.7981 | 2.0497 | 0.857

Table 4: Automatic performance evaluation of the
WAC and PAC procedures on the randomly sampled
sentences.

B WAC ® PAC
600 T

400 +

200 +

Number of sentences

Manual Scores

Figure 4: Distribution of human evaluation of the gen-
erated Hinglish sentences using WAC and PAC.

| WAC ® PAC
600 T

400 +

200

Number of sentences

Disagreement

Figure 5: Distribution of the disagreement between hu-
man evaluation of the generated Hinglish sentences us-
ing WAC and PAC.

the machine-generated code-mixed text. Ta-
ble 6 shows the average scores for each of
the metrics against the corresponding human-
provided rating. As evident from the results,
the metrics perform poorly on the code-mixed
data. We further analyze the correlation® of
the metric scores with the human-provided rat-
ings for both the text generation procedures.

SWe experiment with Pearson Correlation Coefficient. The
value ranges from -1 to 1.

For this task, we divide the human ratings into
three buckets:

— Bucket 1: Human rating between 2—10.

— Bucket 2: Human rating between 2-5.

— Bucket 3: Human rating between 6—10.
Table 7 shows the results of the correlation be-
tween various metric scores and the human rat-
ing to the machine-generated code-mixed sen-
tences using WAC and PAC procedures. Hu-
man rating for generated sentences in Bucket
3 is relatively highly correlated with the metric
scores compared to Bucket 2. This behavior
could be attributed to the fact that low-quality
sentences are difficult to rate for the human
annotators due to various reasons such as poor
sentence structuring and many spelling mis-
takes.

5 Limitations and Opportunities

In this section, we present a discussion on the var-
ious inherent limitations associated with the pro-
posed HinGE dataset. We also discuss the various
opportunities for the computational linguistic com-
munity to build efficient systems and metrics for
code-mixed languages. Some of the major limita-
tions with the dataset are:

* Due to the high time and cost associated with
the human annotations, the number of sam-
ples in the dataset is limited. Because of a
similar reason, the other code-mixing datasets
(Srivastava and Singh, 2021) suffer from the
scarcity of large-scale human annotations.

* The II'T-B parallel corpus does not contain sen-
tences mined from the social media platforms.
This potentially reduces the noise in the gen-
erated sentences compared to the dataset pre-
viously compiled from the social media plat-
forms for various tasks.

* The annotators generating the code-mixed sen-
tences were constrained only to include words
from the parallel source sentences. This could
potentially limit the observations compared to
the real-world datasets collected from social
media platforms that are more linguistically
diverse due to the presence of a large number
of multilingual speakers.

* Due to the high annotation cost and time, the
WAC and PAC generated sentences are only
rated on a single scale encompassing multiple
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English Hindi Human-generated Hinglish WAC PAC
) The reward of achai shall .
The reward of good- ﬂﬂ\@léaﬂaaﬂl ) ;l ine 1 rt i I . reward ka badla reward | reward of goodness
. - e nothing but achai. . .
ness shall be nothing S & far = — ke nothing aur kya goodness ke siva aur
i ki Goodness ka badla goodness .' )
but goodness. 31 AT Bl Tehd1 27 . - . ho sakta hai kya ho sakta hai
~ ke siva aur kva ho sakta hail. . - .
\chai & }' o shall 1 Ratingl: 7 Ratingl: 0
Achai ka badla shall be . . -
e e Rating2: 4 Rating2: 7

nothing but achai.

Table 5: Example human-generated and machine-generated Hinglish sentences from the dataset along with the
source English and Hindi sentences. Two different human annotators rate the synthetic Hinglish sentences on the

scale 1-10 (low-high quality

Human WAC PAC
Score | BLEU WER TER NIST BS | BLEU WER TER NIST BS
2 0.144 0.741 0.667 0.092 0.851 | 0.126 0.672 0.698 0.176 0.8603
3 0.138 0.735 0.708 0.070 0.852 | 0.146 0.765 0.696 0.086 0.851
4 0.133 0.695 0.666 0.103 0.849 | 0.143 0.744 0.703 0.100 0.8464
5 0.135 0.711 0.681 0.110 0.853 | 0.153 0.726 0.680 0.114 0.8515
6 0.141 0.697 0.670 0.102 0.852 | 0.164 0.689 0.646 0.124 0.8558
7 0.161 0.663 0.630 0.111 0.856 | 0.176 0.661 0.618 0.121 0.8581
8 0.177 0.621 0.589 0.127 0.859 | 0.177 0.639 0.605 0.128 0.8598
9 0.212 0571 0.538 0.150 0.865 | 0.184 0.614 0.590 0.129 0.8638
10 0.291 0.509 0.493 0.157 0.878 | 0.242 0.551 0.543 0.146 0.8731
Table 6: Comparison of various metric scores with the human score for WAC and PAC.
Bucket 1 Bucket 2 Bucket 3 * The dataset could also be used in investigat-
WAC PAC | WAC PAC | WAC PAC . . . . .
BLEU | 0810 0010 | 0861 0878 | 0941 0.844 ing the reasoning behind the disagreement in
WER | -0.936 -0.822 | -0.785 0.457 | -0.993 -0.973 the human scores to the machine-generated
TER | -0.891 -0.963 | 0.000 -0.610 | -0.998 -0.970 sentences.
NIST | 0913 0.127 | 0.642 -0.559 | 0.986 0.846
BS 0.844 0.710 | 0.227 -0.689 | 0.953 0.937 « The code-mixed text (human or machine-

Table 7: Comparison of correlation between evaluation
metrics and human scores for WAC and PAC.

dimensions such as grammatical correctness,
readability, etc.

Even with the presence of the above limitations,
the HinGE dataset could be effectively used for
various purposes such as:

* The dataset could be effectively used in de-
veloping code-mixing text generation systems.
Currently, the dataset supports only one code-
mixed language, i.e., Hinglish, but it could
be extended using various techniques such as
weak supervision and active learning.

* The machine-generated sentences and the cor-
responding human ratings will be useful in de-
signing metrics and systems for the effective
evaluation of various code-mixed NLG tasks.
It could also be used to investigate the factors
influencing the quality of the code-mixed text.

generated) could be useful in the multitude
of other code-mixing tasks such as language
identification and POS tagging.

* With the recent thrust in code-mixed machine
translation, the HinGE dataset would be ex-
tremely useful in designing and evaluating
the machine-translation systems. The multi-
ple code-mixed sentences corresponding to a
given pair of parallel monolingual sentences
would help to build robust translation systems.

6 Conclusion

In this paper, we present a high-quality dataset
(HinGE) for the text-generation and evaluation task
in the code-mixed Hinglish language. The code-
mixed sentences in the HinGE dataset are generated
by humans and rule-based algorithms. We demon-
strate the poor evaluation capabilities of five widely
popular metrics on the code-mixed data. Along
with the human-generated sentences, the machine-
generated sentences (as described in Section 3)
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and the human ratings of these code-mixed sen-
tences could facilitate building the highly scalable
and robust evaluation metrics and strategies for the
code-mixed text. The multiple human-generated
sentences corresponding to a pair of parallel mono-
lingual sentences will pave the way in designing
natural language generation systems robust to ad-
versaries and linguistic diversities such as spelling
variation and matrix language.
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