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Abstract

Zero-shot cross-domain slot filling alleviates
the data dependence in the case of data scarcity
in the target domain, which has aroused exten-
sive research. However, as most of the exist-
ing methods do not achieve effective knowl-
edge transfer to the target domain, they just
fit the distribution of the seen slot and show
poor performance on unseen slot in the target
domain. To solve this, we propose a novel ap-
proach based on prototypical contrastive learn-
ing with a dynamic label confusion strategy
for zero-shot slot filling. The prototypical con-
trastive learning aims to reconstruct the seman-
tic constraints of labels, and we introduce the
label confusion strategy to establish the label
dependence between the source domains and
the target domain on-the-fly. Experimental re-
sults show that our model achieves significant
improvement on the unseen slots, while also
set new state-of-the-arts on slot filling task.'

1 Introduction

Slot filling, as an important part of the task-oriented
dialogue system, is mainly used to extract spe-
cific information in user utterances. Traditional
supervised methods have shown remarkable per-
formance in slot filling tasks (Liu and Lane, 2016;
Goo et al., 2018; E et al., 2019; He et al., 2020b;
Wu et al., 2020; He et al., 2020a; Oguz and Vu,
2020; Qin et al., 2020), but they require a large
amount of domain-specific labeled data.

Recently, there has been increasing interest in the
zero-shot cross-domain slot filling task, whose goal
is to identify unseen slots in the target domain with-
out any labeled data. Previous methods can be clas-
sified into two types: one-stage and two-stage. In
the one-stage framework, (Bapna et al., 2017; Shah

*The first two authors contribute equally. Weiran Xu is
the corresponding author.
LOur source code is available at: https://github.
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(a) Performance of some zero-shot cross-domain slot fill-
ing models on seen and unseen slots in GetWeather domain
in SNIPS.
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(b) The left part is the original distribution, where the slot
prototypes of the source domain and the target domain are
chaotic and lack constraint relations. The right part is the
distribution after refinement, where slot prototypes of the
source domain and target domain are separated.

Figure 1: (a) Performance of the models in GetWeather
domain; (b) a demonstration of slot prototypes refine-
ment process;

et al., 2019b; Lee and Jha, 2019) perform slot fill-
ing task for each slot type respectively, and the slot
type description is then integrated into the predic-
tion process to achieve zero-shot adaptation. The
main drawback is that the model possibly predicts
multiple slot types for one entity span. To avoid
the above problem, (Liu et al., 2020b,a; He et al.,
2020c) decompose the slot filling task into two
stages. First, all slot entities in the utterances are
identified by the coarse-grained binary sequence
labeling model. Then slot types are classified by
mapping the entity value to the representation of
the corresponding slot label in the semantic space.

However, we find that these methods have poor
performance on unseen slot in the target domain, as
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shown in Fig 1(a). In the cross-domain slot filling
task, there are always seen slots and unseen slots
in the target domain. The former exists in both the
source domain and the target domain, while the
latter only exists in the target domain. Although
previous methods have achieved good overall per-
formance on the cross-domain slot filling task, we
find that their high performance mostly comes from
the seen slots, while the performance on the unseen
slots remains very low. We argue that these meth-
ods don’t achieve domain adaption well. Actually,
these methods lack explicit modeling of the associ-
ation between the source and target domain. They
directly utilize the slot name embedding as its slot
prototype, whose distribution is often chaotic in
semantic space due to lack of modeling for con-
straint relationships of slot prototypes in different
domains. And due to the lack of data in the target
domain, the model can’t learn the mapping relation-
ship between the slot value in the target domain
and the slot prototype. Therefore, when making
predictions, the model can only correctly predict
the seen slot type, and the prediction for unseen
slots is almost random. An intuitive way to solve
this problem is to refine the label semantic space
and establish the constraint relationship between
source and target domains, as shown in Fig 1(b).

In this paper, we propose a novel method based
on Prototypical Contrastive learning and Label
Confusion strategies (PCLC) to dynamically re-
fine the constraint relationship between slot proto-
types in the semantic space. First, we introduce pro-
totypical contrastive learning (Medina et al., 2020;
Cao et al., 2020; Li et al., 2020; Yue et al., 2021;
Liet al., 2021; Zhao et al., 2021), which makes the
mapped slot value embeddings close to its corre-
sponding slot prototype and away from other slot
prototypes, to enhance the accuracy of mapping
between feature space and semantic space. Second,
we introduce a label obfuscation strategy to estab-
lish the dependency between the slots of the source
domain and the target domain. In the training pro-
cess of the source domain, we confuse the original
one-hot label into the probability distribution of the
source domain and the target domain by calculat-
ing the similarity between the slot prototypes in the
source domain and the target domain.

Our contributions are three-fold. (1) We evalu-
ate the performance of existing methods on cross-
domain slot filling. It turns out these methods do
not achieve domain adaptation effectively as the
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Figure 2: Illustration of proposed method PCLC

performance varies widely between unseen slots
and seen slots. (2) We propose a novel method
based on prototypical contrastive learning and la-
bel confusion to refine semantic space and enhance
the domain adaptation. (3) Experiments demon-
strate that the performance of our proposed method
has improved significantly on unseen slots, and the
overall performance outperforms the state-of-the-
art models on both zero-shot and few-shot settings.

2 Method
2.1 Overall Architecture

Consistent with Coach (Liu et al., 2020b), we adapt
the two-stage framework as the backbone of our
model. In the first stage, we utilize a BILSTM-
CRF structure (Lample et al., 2016) (as a BIO-1abel
sequence tagger) to encode the input utterance and
identify the slot entities.

In the second stage, our model encodes the slot
entity and predicts the label for it by calculating the
similarity with the slot prototypes in the label se-
mantic space. Unlike the previous works (Liu et al.,
2020b; He et al., 2020c) which directly utilize the
slot name embedding as slot prototypes, we intro-
duce Prototypical Contrastive learning and Label
Confusion strategies (PCLC) strategies to dynami-
cally refine the constraint relationship between slot
prototypes in the semantic space, as shown in Fig
2. In the training procedure, we use an MLP layer
to encode the original slot name embedding. So we
can obtain a dynamically updated slot prototype
matrix. We will introduce these in the following
subsections.
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2.2 Prototypical Contrastive Learning

There is a problem of utilizing slot name embed-
ding as the slot prototypes that the distribution of
slot name embedding is very chaotic and some-
what dense in semantic space. Therefore, when
the slot values are mapped to the semantic space,
they can hardly establish a correct relationship with
the corresponding slot prototype. So, we introduce
prototypical contrastive learning (Li et al., 2021)
to enhance the precision of the mapping function
from feature space to semantic space and reduce
the density of slot prototype distribution in the label
semantic space.

As shown in Fig 2, given a slot value r; and
the corresponding label y, we will map ry to the
refined semantic space, and obtain the prototypical
contrastive loss:

exp (ri - 27% /7
ch(rk’yk):_log p( . / )

25:1 exp (ry - 2¢/7)

)

, where z¢ is the representation of slot prototype
with label ¢, 7 is temperature factor and C is the
number of slot categories. By optimizing the above
objective function L., slot values can be close to
corresponding slot prototype in semantic space and
be away from other slot prototypes.

2.3 Label Confusion

Now that prototypical contrastive learning has sepa-
rated the slot prototypes and established the relation
between slot values and slot prototypes, we need
to establish the dependency between the slots of
the source domain and the target domain by label
confusion.

In the training process of the source domain, we
confuse the original one-hot label into the probabil-
ity distribution of the source domain and the target
domain by calculating the similarity between the
slot prototypes in the source domain and the target
domain. Given a slot value r and its corresponding
label y, we first calculate the cosine similarities
between z” and slot prototypes 2/ of all slot label
J € 7 in the target domain:

s/ = cosine_similarity(z”, z/) )
z)tgt = norm({sj}jefr) 3)

, where the norm(-) indicates the L; norm. We
regard the Dy as the soft distribution over the slot
labels in the target domain and then concatenate
them with the one-hot distribution on the source
domain with label confusion factor A:

Dgre = one_hot(y) 4@
Dsmooth = Concat(/1 * Desres (1 - /l) : @tgt) )

, where one_hot(y) indicates the one-hot dis-
tribution of the source slot label y and concat(-)
indicates the concatenation operation. Then we can
obtain the KL-Divergence loss:

Dpre = log_SOftmaX(Mproto " Tk) (6)
Ly = KL -Divergence (-Z)pres Dsmoorn) (1)

, where M,,,:, donate the representation matrix
of the slot prototypes. The final loss function is
L =L, +aly, where « is a hyperparameter.

3 Experiments

3.1 Setup

Dataset. We evaluate our method on SNIPS
(Coucke et al., 2018), a public spoken language
understanding dataset which contains 7 domains
and 39 slots. To simulate the cross-domain sce-
narios, we follow the setup of (Liu et al., 2020b),
choosing one domain as the target domain and the
left six domains as the source domains.

Baselines. We compare our approach with the
following baselines:

* Concept Tagger (CT) A method proposed
by (Bapna et al., 2017), which utilizes the slot
description to boost the performance on the
unseen slots in the target domain.

* Robust Zero-shot Tagger (RZT) Based on
CT, a method proposed by (Shah et al., 2019a),
which adds additional example values of slots
to improve the robustness of the model.

* Coarse-to-fine Approach (Coach) A two-
stage framework proposed by (Liu et al.,
2020b): the first stage performs coarse-
grained BIO labeling task, and the second
stage utilizes slots descriptions to perform
fine-grained slot type classification task. And
it has a stronger variant®, which applies tem-
plate regularization to improve performance.

* Contrastive Zero-Shot Learning with Ad-
versarial Attack (CZSL-Adv) A method
proposed by (He et al., 2020c) based on
Coach, which utilizes contrastive learning
and adversarial attacks to improve the perfor-
mance and robustness of the framework.

ZFor brevity, all the Coach we mentioned in subsequent
experiments refer to this stronger variant.
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Training Setting Zero-shot Few-shot on 50 samples
Domain | ~ Model — | CT RZT Coach CZSL-Adv | LC PCL PCLC| CT RZT Coach CZSL-Adv | LC PCL PCLC
AddToPlaylist 38.82 4277 50.90 53.89 53.53 5560 59.24 | 68.69 74.89 74.68 76.18 81.55 79.46 81.59
BookRestaurant 27.54 30.68 34.01 34.06 3489 3528 41.36 | 5422 5449 74.82 76.28 76.48 76.87 77.54
GetWeather 46.45 50.28 50.47 52.24 49.16 48.61 54.21 | 6323 58.87 79.64 83.28 83.83 79.61 83.85
PlayMusic 32.86 33.12 3201 34.59 29.83 33.02 3495 | 5432 5920 66.38 68.17 66.25 6748 66.86
RateBook 14.54 1643 22.06 31.53 2220 2325 2931 | 7645 76.87 84.62 87.22 87.14 89.06 87.88
SearchCreativeWork | 39.79 44.45 46.65 50.61 48.73 53.73 53.51 | 66.38 67.81 64.56 66.49 69.63 70.88 71.06
FindScreeningEvent | 13.83 12.25 25.63 30.05 20.99 2399 27.17 | 70.67 74.58 83.85 83.26 8232 8346 81.56
Average F1 30.55 32.85 37.39 40.99 37.05 39.07 42.82 | 64.85 66.67 7551 77.27 78.17 78.12 78.62

Table 1: Slot F1-scores on SNIPS for different target domains under zero-shot and few-shot learning settings. LC
denotes adding label confusion strategy and PCL denotes adding prototypical contrastive loss.

Implementation Details We follow the setup of
(Liu et al., 2020b), selecting one domain as the
target domain at a time, and use 500 samples in
this domain as a validation set, the rest as a test set.
Samples from the remaining six domains are used
for training. We use a two-layer BILSTM with a
hidden layer size of 200 as encoder, and concate-
nate the word-level and character-level embedding
as input. The dropout rate of BiLSTM is set to 0.3
and the learning rate of the Adam optimizer is set
to 0.0005. We set the batch size to 64 and use the
early stop of patience 15 to ensure the stability of
the model. For all the experiments, we train and
test our model on the 2080Ti GPU. It takes an av-
erage of 2.5 hours to run with 30 epochs under the
zero-shot setting and 5 hours to run with 60 epochs
under the few-shot setting.

3.2 Main Results

As illustrated in Table 1, our method PCLC outper-
forms the SOTA model by 1.83% on the average
F1-score under zero-shot setting, and 1.35% under
few-shot setting. Besides, compared to Coach, the
model we directly modify, our method achieves
superior performance by 4.7% under zero-shot set-
ting and 3.1% under few-shot setting. The sig-
nificant performance improvement proves that the
combined use of the two strategies we proposed can
help establish a better mapping relation between
slots values and slot prototypes in label semantic
space.

3.3 Results on Seen slots and Unseen Slots

In this section, we re-explore all these methods’
transferability by measuring their performance di-
rectly on unseen slots and seen slots respectively>.
The experimental results are shown in Table 2. We
can observe that the previous methods perform very

3Liu et al. (2020b) split SNIPS into seen and unseen part
according to whether an utterance includes the unseen slots,
which may introduce some bias to the actual performance
when testing model on unseen slots.

. 0 samples 50 samples
settings
unseen seen | unseen  seen
CT 338 3723 | 52.65 65.66
RZT 2.19 4099 | 5028 61.63
Coach 931 46.22 | 68.59 74.55
LC 9.15 48.65| 75.09 79.60
PCL 10.71  49.08 | 74.78 79.44
PCLC | 17.38 51.68 | 76.64 78.99

Table 2: Average Fl-scores for seen and unseen slots
across all target domains 3

limited on the unseen slot under the zero-shot set-
ting, while PCLC has achieved a very significant
improvement on the unseen slot under both set-
tings. For huge improvement on unseen slots, we
hypothesize that with our proposed two strategies
our model does achieve a more effective knowledge
transferring to the target domain instead of overfit-
ting the seen slot. It is necessary to mention that
there still exists huge gap of model performance
on unseen and seen slot, which is worth further
study. More details about all domains can be found
in Table 3.

3.4 Ablation Analysis

We compare the effect for the main performance
of PCL and LC strategy in Table 1. We find that
the LC strategy would cause a slight decrease in
performance under the zero-shot setting while PCL
can provide some performance boost, comparing to
coach. Interestingly, both LC and PCL can achieve
a significant improvement close to PCLC under the
few-shot setting. Besides, we conduct the ablation
experiment on unseen slots, as shown in Table 2.
We find that LC and PCL don’t work very well
individually on unseen slots under zero-shot setting.
The experimental results show that both PCL and
LC would bring significant improvement under the
few-shot setting, but they need to be combined
together for better performance under the zero-shot
setting.

3.5 Visualization Analysis

To explore the effectiveness on the refinement of
the slot prototype embedding in semantic space, we
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samples Zero-shot Few-shot on 50 samples

model CT RZT Coach PCLC CT RZT Coach PCLC
unseen  seen | unseen  seen | unseen  Seen | UNseen  Seen | UNseen  Seen | unseen  seen | unseen  seen | unseen  seen
AddToPlaylist 518 47.15| 348 5750 | 7.94 6465 | 257 7332 | 60.12 7387 | 5471 68.72 | 66.11 7626 | 7516 84.60
BookRestaurant 187 5143 | 7.14 4384 | 289 5588 | 16.56 62.81 | 46.25 56.83 | 4740 5235 | 6494 79.15| 73.30 83.16
GetWeather 211 3954 | 234 6284 | 220 6397 | 1420 6584 | 3191 71.61 | 2946 6883 | 59.71 84.15| 7512 88.02
PlayMusic 0.13  46.48 0 4745 | 878 31.69 | 17.53 45.17 | 3536 62.27 | 3521 61.80 | 5424 68.02 | 62.79 69.56
RateBook 0.13 2510 | 0.13 2541 | 18.81 4042 | 25770 3470 | 81.39 58.69 | 80.65 55.64 | 89.11 70.38 | 93.15 72.98
SearchCreativeWork - 39.59 - 39.27 - 44.35 - 53.51 - 64.69 - 39.27 - 58.49 - 71.05
SearchScreeningEvent | 10.84  11.32 0 10.61 | 1521 2727 | 2271 29.66 | 60.82 71.67 | 5421 5643 | 77.41 85.36 | 80.29 83.52
Avg 338 3723 | 219 4099 | 931 4622 | 17.38 51.68 | 52.65 65.66 | 50.28 61.63 | 68.59 74.55 | 76.64 78.99

Table 3: Detailed F1-scores for seen and unseen slots across all target domains. The bold part is the highest F1-
score obtained by our model and baselines on the unseen and seen slots, under the zero-shot and the few-shot

settings respectively.
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Figure 3: t-SNE projection of slot prototypes. The left
represents the original distribution and the right repre- 5 —o  SearchCreativeWork

sents refined distribution by our method. The target do-
main is Getweather while others are source domains.

do the t-SNE visualization for the slot prototype
representation after refinement, as shown in Fig 3.
It is observed that after refinement, the distribution
of slot prototype in semantic space changes from
a chaotic distribution to a separated distribution
between the source domain and the target domain.
This observation indicates our thoughts: prototyp-
ical contrastive learning stimulates different slots
to be separated from each other, while label con-
fusion is able to establish the constraint relations
between the source domain and the target domain.
The separation between the source domain and the
target domain helps to build the mapping between
slot value and slot prototype, and thus improve the
accuracy on unseen slots.

3.6 Hyperparameter Analysis

The hyperparameter A is used to control the degree
of label confusion, which is set too small will make
the prediction too random, while set too large the
original effect will not be achieved. As shown in
Figure 4, the model has the best performance when
we set A to 0.6

4 Conclusion & Discussion

In this paper, we propose a novel method based on
Prototypical Contrastive learning and Label Confu-
sion strategy (PCLC) for cross-domain slot filling.
Our main contribution was to improve the domain
adaptability of the model. The proposed method

-#- AddToPlaylist
—e— GetWeather

0.1 0.2 0.3 04 05 0.6 0.7 08 0.9 1.0
Label Confusion Factor A

Figure 4: Fl-scores of PCLC with different label con-
fusion factor A.

conducts a refinement process for label semantic
space to re-establish the constraint relationship be-
tween different slots. Experiments show the effec-
tiveness of our method, especially for recognizing
the unseen slots.

As there is still a huge gap in model performance
between unseen and seen slots, in future work,
we will focus on improving the performance on
unseen slots while maintaining the performance
on seen slots. Representation disentanglement
(Wang et al., 2021) can be used to disentangle
domain-specific and domain-shared knowledge in
the source domain, then we can preserve domain-
shared knowledge and focus on establishing the
relation of domain-specific knowledge between the
source and the target domain.
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