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Abstract

While there exist scores of natural languages,
each with its unique features and idiosyn-
crasies, they all share a unifying theme:
enabling human communication. We may
thus reasonably predict that human cognition
shapes how these languages evolve and are
used. Assuming that the capacity to process
information is roughly constant across human
populations, we expect a surprisal–duration
trade-off to arise both across and within lan-
guages. We analyse this trade-off using a cor-
pus of 600 languages and, after controlling
for several potential confounds, we find strong
supporting evidence in both settings. Specifi-
cally, we find that, on average, phones are pro-
duced faster in languages where they are less
surprising, and vice versa. Further, we confirm
that more surprising phones are longer, on av-
erage, in 319 languages out of the 600. We
thus conclude that there is strong evidence of a
surprisal–duration trade-off in operation, both
across and within the world’s languages.

1 Introduction

During the course of human evolution, countless
languages have evolved, each with unique features.
Despite their stark differences, however, it is
plausible that shared attributes in human cognition
may have placed constraints on how each language
is implemented. These constraints, in turn, may
lead to compensations and trade-offs in the world’s
languages. For instance, if we assume a channel
capacity (Shannon, 1948) in human’s ability to
process language (as posited by Frank and Jaeger,
2008), we may make predictions about these
trade-offs. Additionally, if we assume this capacity
to be uniform across human populations, these
trade-offs will extend cross-linguistically.

Within languages, there is a direct connection
between this channel capacity assumption and
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Figure 1: Surprisal–duration trade-off slopes. The y-
axis presents a multiplicative effect, duration is multi-
plied by y per bit of information. Sorted dots represent
languages in Unitran; ‘+’ are languages in Epitran.

the uniform information density hypothesis (UID;
Fenk and Fenk, 1980; Aylett and Turk, 2004; Levy
and Jaeger, 2007), which predicts that speakers
smooth the information rate in a linguistic signal
so as to keep it roughly constant; by smoothing
their information rate, natural languages can
stay close to a (hypothetical) channel capacity.
Across languages, a unified channel capacity
allows us to derive a specific instantiation of the
compensation hypothesis (Hockett, 1958), with
information density (measured in, e.g., bits per
phone) being compensated by utterance speed (in,
e.g., milliseconds per phone). We may thus predict
a trade-off between surprisal1 and duration both
within and across the world’s languages.

This trade-off has been studied amply within
high resource languages (Genzel and Charniak,
2002; Bell et al., 2003; Mahowald et al., 2018,
inter alia). Cross-linguistically, however, this
trade-off has received comparatively little attention,
with a few notable exceptions such as Pellegrino

1Surprisal is defined as the negative log-probability of an
event, e.g. observing a phone given its prior context.
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et al. (2011) and Coupé et al. (2019). Several
factors have inhibited cross-linguistic studies of
this kind. Arguably, the most prominent is the
sheer lack of data necessary to investigate the
phenomenon. While massively cross-linguistic
data abounds in the form of wordlists (Wichmann
et al., 2020; Dellert et al., 2020), surprisal is a
context-dependent measure and, therefore, isolated
word types are not enough for this analysis.
Further, as we have a specific hypothesis for why
this trade-off should arise (humans’ information
processing capacity), we are not interested in
simply finding any correlation between surprisal
and duration. Several confounds could drive
such a correlation, but most of these are either
trivially true or uninteresting from our perspective.
Therefore, a thorough analysis of this trade-off
needs to control for these potential confounds.

In this work, we investigate the surprisal–
duration trade-off by analysing a massively
multi-lingual dataset of more than 600 languages
(Salesky et al., 2020). We present an experimental
framework, controlling for several possible
confounds, and evaluate the surprisal–duration
trade-off at the phone level. We find evidence
of a trade-off across languages: languages with
more surprising phones compensate by making
utterances longer. We also confirm mono-lingual
trade-offs in 319 languages, out of 600;2 within
these languages, more surprising phones are
pronounced with a significantly longer duration.
This is the most representative evidence of the
uniform information density hypothesis to date.
Moreover, we did not find evidence of a single
language where the opposite effect is in operation
(i.e. where more informative phones are shorter).
Given these collective results, we conclude there is
strong evidence for a surprisal–duration trade-off
both across and within the world’s languages.

2 Surprisal and Duration

Cross-linguistic comparisons of information rate
go back at least 50 years. In a study comparing
phonemes per second, Osser and Peng (1964)
found no statistical difference between the speech
rate of English and Japanese native speakers. In
a similar study, den Os (1985, 1988) compared
Dutch and Italian and found no difference in terms

2The original number of languages was 635, but after re-
moving those with quality issues, we end up with 600. This
process is explained in §4.

of syllables per second, although Italian was found
to be somewhat slower in phones per second. Such
cross-linguistic comparisons, however, are not
straightforward, since the range of speech rate can
vary widely within a single language, depending
on sentence length (Fonagy and Magdics, 1960)
and type of speech (e.g. storytelling vs interview;
Kowal et al., 1983). In a meta-analysis of these
studies, Roach (1998) concludes that carefully
assembled speech databases would be necessary
to answer this question. In this line, Pellegrino
et al. (2011) recently analysed the speech rate of 8
languages using a semantically controlled corpus.
They found strong evidence towards non-uniform
speech rates across these languages.

This result is not surprising, however, given that
natural languages vary widely in their phonology,
morphology, and syntax. Despite these differences,
researchers have hypothesised that there exist com-
pensatory relationships between the complexity of
these components (Hockett, 1958; Martinet, 1955).
For instance, a larger phonemic diversity could be
compensated by shorter words (Moran and Blasi,
2014; Pimentel et al., 2020) or a larger number of
irregular inflected forms could lead to less complex
morphological paradigms (Cotterell et al., 2019).
Such a compensation can be thus seen as a type of
balance, where languages compromise reliability
versus effort in communication (Zipf, 1949; Mar-
tinet, 1962). One natural avenue for creating this
balance would be a language’s information rate.
If this were kept roughly constant, the needs of
both speakers (who prefer shorter utterances) and
listeners (who value easier comprehension) could
be accommodated. Speech rate would then be
compensated by information density, resulting in a
form of surprisal–duration trade-off. Indeed, Pelle-
grino et al. (2011) and Coupé et al. (2019) present
initial evidence of this trade-off across languages.

Analogously, the UID hypothesis posits that,
within a language, users balance the amount of
information per linguistic unit with the duration
of its utterance. This hypothesis has been used to
explain a range of experimental data in psycholin-
guistics, including syntactic reduction (Levy and
Jaeger, 2007) and contractions, such as are vs ’re
(Frank and Jaeger, 2008). While this theory is
somewhat under-specified with respect to its causal
mechanisms, as we argue in Meister et al. (2021),
one of its typical interpretations is that users are
maximising a communicative channel’s capacity
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(Frank and Jaeger, 2008; Piantadosi et al., 2011).
If we assume this channel’s capacity to be constant
across languages, we may derive a cross-linguistic
version of UID. Such a hypothesis would predict,
for instance, that speakers of languages with less
informative phones will make them faster. Under
this specific interpretation, our study can be seen as
evidence of UID as a cross-linguistic phenomenon.

3 Measuring Surprisal

To formalise our approach, we first present a stan-
dard measure of information content: surprisal.
In the context of natural language, surprisal (Hale,
2001) measures the Shannon information content
a linguistic unit conveys in context, which can be
measured as its negative log-probability:

H(St = st | S<t = s<t) = − log p(st | s<t)
(1)

In this equation, S is a sentence-level random
variable, with instances s ∈ S∗, and t indexes a
position in the sentence. Accordingly, we define
S as the set of phones in a given phonetic alphabet,
and we use s<t to indicate the context in which
phone st appears.

Unfortunately, this surprisal is not readily
available, since we would need access to the true
distribution p(st | s<t) to compute it. We will
use an approximation pθ(st | s<t) instead, i.e. a
phone-level model with estimated parameters θ.

3.1 Approximating p(st | s<t).
While much of the original psycholinguistic work
on surprisal estimated pθ using n-gram models
(Levy and Jaeger, 2007; Coupé et al., 2019, in-
ter alia), recent work has shown that a language
model’s psychometric predictive power correlates
directly with its quality, measured by its cross-
entropy in held-out data (Goodkind and Bicknell,
2018; Wilcox et al., 2020). We will thus make use
of LSTMs in this work, since they have been shown
to outperform n-grams on phone-level language
modelling tasks (Pimentel et al., 2020). We first en-
code each phone st into a high-dimensional lookup
embedding et ∈ Rd1 , where d1 is its embedding
size. We then process these embeddings using an
LSTM (Hochreiter and Schmidhuber, 1997), which
outputs contextualised hidden state vectors:

ht = LSTM(ht−1, et−1) ∈ Rd2 (2)

where the initial hidden state h0 is the zero vector
and the initial phone s0 is a start-of-sentence sym-

bol. The hidden states are then linearly transformed
and projected onto ∆|S|+1, the probability simplex,
via a softmax to compute the desired distribution:3

pθ(st | s<t) = softmax(Wht + b) (3)

where W ∈ R(|S|+1)×d2 and b ∈ R(|S|+1) are
learnable parameters. We optimise the parameters
by minimising our model’s cross-entropy with a
training set, which corresponds to minimising the
following objective

Hθ(St | S<t) = −
N∑
n=1

|s(n)|∑
t=1

log pθ(s
(n)
t | s(n)<t )

(4)
where we assume {s(n)}Nn=1 are sampled from the
true distribution p(·).

To avoid overfitting to this training set, we
then estimate the cross-entropy with a validation
set {ŝ(m)}Mm=1, where we stop training once this
validation cross-entropy stops decreasing. Note
that minimising the cross-entropy is equivalent
to minimising the Kullback–Leibler divergence
between two distributions. Further, if we have
access to a larger number of samples M , we
assume this cross-entropy estimate will give us a
tight approximation to the cross-entropy between
pθ and the true distribution. Thus, the lower this
cross-entropy, the closer we may assume our
model is to the true p(·), and the better we should
expect our surprisal estimates to be.

Hyper-parameter choices. We implement our
phone-level LSTM language models with two hid-
den layers, an embedding size of 64 and a hidden
size of 128. We further use a dropout of 0.5 and
a batch size of 64. We train our phone-level LSTM
models using AdamW (Loshchilov and Hutter,
2019) with its default hyper-parameters in PyTorch
(Paszke et al., 2019). We evaluate our models
on a validation set every 100 batches, stopping
training when we see no improvement for five
consecutive evaluations. We split each language’s
data (described in §4) into train-dev-test sets using
an 80-10-10 split, using sentences as our delimiters.
We thus do not separate phone data points from
the same sentence. We use the first two splits to
train and validate our models, while the test set is
held out and used throughout our analysis.

3The dimension of the probability simplex is |S| + 1 to
account for an end-of-sentence symbol.
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4 Data

We use the VoxClamantis dataset for our analy-
sis (Salesky et al., 2020). This dataset is derived
from spoken readings of the Bible4 and spans more
than 600 languages from 70 language families, as
shown in Fig. 2.5 This dataset offers us a semanti-
cally controlled setting for our experiments, as it is
composed of translations of a single text, the Bible.

This dataset contains automatically generated
phone alignments and derived phonetic measures
for all its languages (with both phone duration, and
vowels’ first and second formant frequencies). On
average, there are approximately 9,000 utterances
(or 20 hours of speech) per language, making it
the largest dataset of its kind. Phone labels were
generated using grapheme-to-phoneme (G2P)
tools and time aligned using either multilingual
acoustic models (Wiesner et al., 2019; Povey et al.,
2011) or language-specific acoustic models (Black,
2019; Anumanchipalli et al., 2011). VoxClamantis
offers its phonetic measurements under three G2P
models, which trade-off language coverage and
quality. We will focus on two:6

• Epitran (Mortensen et al., 2018). This is a
collection of high quality G2P models based
on language-specific rules. Phonetic measure-
ments produced with Epitran are available for
a collection of 39 doculects7 from 29 lan-
guages (as defined by ISO codes) in 8 lan-
guage families.

• Unitran (Qian et al., 2010). This is a naïve
and deterministic G2P model, but its derived
measurements are available for all languages
in VoxClamantis. While Unitran is particu-
larly error-prone for languages with opaque or-
thographies (Salesky et al., 2020), we filter out
the languages with lower-quality alignments
(as we detail below). This original dataset
has 690 doculects from 635 languages in 70
language families.

In order to study the trade-off hypothesis we
require two measurements: phone durations and
phone-level surprisals. As mentioned above, phone

4These texts were crawled from bible.is and utterance-
aligned by Black (2019) for the CMU Wilderness dataset.

5A list of all languages can be found in App. C.
6We set Wikipron (Lee et al., 2020) alignments aside be-

cause we could not obtain word position information for them.
7The term doculect refers to a dialect as recorded in a

specific document, in this case a Bible reading.

Figure 2: The languages of the VoxClamantis corpus
geo-located and coloured by language family.

durations are readily available in VoxClamantis.
Phone-level surprisals, on the other hand, are not,
so we employed phone-level language models in
order to estimate them (as detailed in §3). Given
both these values, we can now perform our cross-
linguistic analysis. First, though, we will describe
some data quality checks.

Filtering Unitran. The phone and utterance
alignments for the VoxClamantis dataset were auto-
matically generated and may be noisy due to both
of these processes. The labels from the Unitran
G2P also contain inherent noise due to their deter-
ministic nature. Accordingly, we filter the data us-
ing the mean Mel-Cepstral Distortion (MCD) as an
implicit quality measure for the alignments. MCD
is an edit-distance metric which evaluates the dis-
tance between some reference speech and speech
synthesised using the alignments (Kubichek, 1993).
We use the utterance-level MCD scores from the
CMU Wilderness dataset (Black, 2019), removing
all utterances with an MCD score higher than 7.
This leaves us with 647 doculects from 600 lan-
guages in 69 language families.

5 Design Choices

There are several critical design choices that must
be made when performing a cross-linguistic anal-
ysis of this nature. While some may at first seem
inconsequential, they can have a large impact on
down-stream results. Specifically, we assume that
there is a surprisal–duration trade-off which is
caused by a capacity to process information, which
should be roughly constant across human popu-
lations. We must thus control for other potential
sources for this trade-off, which we deem to be
uninteresting in this work.

Phone-level Analysis. While there are good rea-
sons for performing this analysis at the syllable- or

bible.is
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word-level, we believe phones are advantageous for
out study. Greenberg (1999), for instance, shows
syllables are less prone than phones to be com-
pletely deleted in casual speech; syllables would
thus allow more robust estimates of speech dura-
tion. Nonetheless, languages that allow for more
complex (and long) syllabic structures will natu-
rally have more valid syllables. A larger number
of syllables, in turn, will cause each syllable to
be less predictable on average.8 Therefore, more
complex syllables will be both longer and unpre-
dictable. Studying syllables can thus lead to trivial
trade-offs which mainly reflect the methodology
employed. A similar argument can be made against
word-level analyses.9 Performing this type of anal-
ysis at the phone-level should alleviate this effect,
making it the more appropriate choice.

Articulatory Costs. Whereas the range of effort
used to produce individual phones may be smaller
than in other linguistic hierarchies, there is still a
considerable variation in the cost associated with
each phone’s articulation. For instance, Zipf (1935)
argued that a phone’s articulatory effort was related
to its frequency. If this is indeed the case, a di-
rect analysis of surprisal–duration pairs that does
not control for articulatory effort could also lead
to a trivial trade-off: the long and effortful phones
will be less frequent and likely to be more unpre-
dictable, having higher surprisals. To account for
each phone’s articulatory cost, we use mixed ef-
fects models in our analysis, and include phone
identity as random intercept effects.

Word-initial and Word-final Lengthening.
There is ample evidence showing that, across lan-
guages, word-initial and word-final segments are
lengthened during production (Fougeron and Keat-
ing, 1997; White et al., 2020). Another property is
that word-initial positions carry more information
than word-final ones, which has been well-studied
in both psycholinguistics and information-theory.
From a psycholiguistic perspective, it seems
word-initial segments are more important for word
recognition (Bagley, 1900; Fay and Cutler, 1977;
Bruner and O’Dowd, 1958; Nooteboom, 1981).
Under an information-theoretic analysis, it has

8Probabilities must sum to 1. This finite probability mass
means average probability must go down with more classes.

9Concatenative languages, for instance, would have both
longer and less predictable words. Take the German word
Hauptbahnhof which can be translated into English as central
train station. Predicting this single (and long) German word
is equivalent to predicting three words in English.

been observed that earlier segments in a word
are more surprising than later ones (van Son and
Pols, 2003; King and Wedel, 2020; Pimentel et al.,
2021). Word-initial segments are both lengthened
and more surprising, potentially for unrelated
reasons. An analysis which does not control for
such word-positioning is thus doomed to find
trivial correlations. To account for this word-initial
and word-final lengthening, we include three word
position fixed effects (initial, middle, or final) in
our mixed effects models.

Sentential Context. The amount of context
that a model conditions on when estimating
probabilities will undoubtedly have an impact
on a study of this nature. For example, a model
that cannot look back beyond the current word,
such as the one employed by Coupé et al. (2019),
can by definition only condition on the previous
phones in the same word. Arguably, a cognitively
motivated surprisal–duration trade-off should
estimate surprisal using a phone’s entire sentential
context and not only the prior context inside
a specific word. In this work, we make use of
LSTMs (as described in §3), which can model long
context dependencies (Khandelwal et al., 2018).

6 Generalised Mixed Effects

Throughout our experiments, we will use mixed-
effects models; we provide a brief introduction here
(see Wood (2017) for a longer exposition). Clas-
sical linear regressions models can be written as:

yi = φᵀ xi + εi, εi ∼ N (0, σ2err) (5)

where yi is the target variable, xi ∈ Rd is the
model’s input and φ ∈ R

d a learned weight
vector. Further, the error (or unexplained variance)
term εi is assumed to be normally distributed and
independent and identically distributed (i.i.d.)
across data instances. Such an i.i.d. assumption,
however, may not hold. In our analysis, for
instance, multiple phones come from each of our
analysed languages; it is thus expected that such
co-language phones share dependencies in how
their εi are sampled. Mixed-effects models allow
us to model such dependencies through the use of
random effects. Formally, for an instance xi from
a specific language `i, we model:

yi = φᵀ xi + ω`i + εi,
ω`i ∼ N (0, σ2ω)
εi ∼ N (0, σ2err)

(6)
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where ω`i is a random effect and φ is now termed
a fixed effect. Here, ω`i is an intercept term which
is assumed to be shared across all instances of
language `i, and σ2ω is directly learned from the
data. Similarly, we can add random slope effects:

yi = φᵀ xi+β
ᵀ
`i
xi+ω`i +εi,

β`i ∼ N (0,Σβ)
ω`i ∼ N (0, σ2ω)
εi ∼ N (0, σ2err)

(7)
where each β`i ∈ R

d is a language-specific
random slope and Σβ is a (learned) covariance
matrix. Furthermore, our assumption that error
terms are normally distributed may not hold in
this setting. Phone durations, for instance, cannot
be negative and are positively skewed, making a
log-linear model more appropriate:

log(yi) = φᵀ xi + βᵀ
`i
xi + ω`i + εi (8)

where β`i , ω`i , and εi are still distributed as in
eq. (7). This is similar to modelling the original
εi terms as coming from a log-normal distribution.
We note though, that under this model our effects
become multiplicative (as opposed to additive):
an increase of δ unit in the right side will make
the value of yi be multiplied by eδ. We will use
lme4’s (Bates et al., 2015) notation to represent
these models. Under this notation, a parenthesis
represents a random effect and parameters are left
out. We thus re-write eq. (8) as:

log(y) = 1 + x + (1 + x | language) (9)

7 Experiments and Results10

In this section, we will first analyse the surprisal–
duration trade-off in individual languages. We will
then perform an analysis with our full data, study-
ing the trade-off both within and across languages
with a single model. Finally, in our last experiment
we will average phone information per language to
analyse a purely cross-linguistic trade-off.

7.1 Individual Language Analyses
We first analyse languages individually, verifying
if more surprising phones have on average a longer
duration. With this in mind, we estimate a gen-
eralised mixed effects model for each language.
We control for each phone’s articulatory costs by

10Our code is available at https://github.com/
rycolab/surprisal-duration-tradeoff.
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Figure 3: Language-specific trade-off slopes in Epitran
from the mixed effects model in eq. (10). The y-axis
represents a multiplicative effect, duration is multiplied
by y per extra bit of phone information.

adding phone identity as a random effect. Addition-
ally, we include fixed effects to control for word po-
sition effects, adding separate intercepts for word-
initial and word-final positions. Finally, we con-
sider a fixed effect relating surprisal and word po-
sitions. At word-initial positions, for instance, the
connection between surprisal and duration could
potentially be stronger or weaker.11 This leaves us
with the following relationship:

log(duration) = 1 + surprisal + position

+ surprisal · position + (1 | phone) (10)

In this parametrisation, a trade-off between
surprisal and duration will emerge as a positive
and significant surprisal slope. Analogously,
an inverse trade-off will emerge as a negative and
significant slope, since we use two-tailed statistical
tests.12 Out of the 39 doculects in Epitran, 30
present statistically significant positive slopes
(23/29 languages, and 8/8 families; meaning at
least one language showed a significant effect per
family). On Unitran (which we recall is a noisier
dataset), 326/647 doculects presented significantly
positive slopes (319/600 languages, and 53/69
families). Additionally, we find no language in
either dataset with significantly negative slopes:
we either find evidence for the trade-off or we have
no association whatsoever.

The trade-off strength, as measured by the
surprisal–duration slopes, can be seen in Fig. 1
(on first page) and Fig. 3. As noted above, by

11We analyse the impact of both these effects, phone iden-
tity and word position, in App. A.

12Statistical significance was assessed under a confidence
level of α < 0.01 and we used Benjamini and Hochberg
(1995) corrections for multiple tests whenever necessary.

https://github.com/rycolab/surprisal-duration-tradeoff
https://github.com/rycolab/surprisal-duration-tradeoff


955

predicting a linear change in logarithmic scale, our
effects become multiplicative instead of additive.
The average multiplicative slope we get across
all the analysed languages in both datasets is
roughly 1.02, meaning that each added bit of
information multiplies duration by 1.02. We
believe this should serve as strong support for
our hypothesis of a trade-off within languages.
Moreover, to the best of our knowledge, this is the
most representative study of the UID hypothesis to
date, as measured by the number and typological
diversity of analysed languages.

7.2 Aggregated Cross-linguistic Analysis
Following the previous study, we now run a cross-
linguistic analysis by aggregating all the languages
within a single model. We add the same controls as
before, but further nest the phone random effects
per language (meaning we create one random effect
per phone–language pair). We also include random
language-specific intercepts and slopes. Formally,

log(duration) = 1 + surprisal + position

+ surprisal · position
+ (1 + surprisal + surprisal · position

| language)

+ (1 | language : phone) (11)

After estimating this generalised mixed effects
model, we find statistically significant cross-
linguistic trade-off effects in both datasets. The
multiplicative slope is roughly 1.02 in both
datasets, again meaning each extra bit of informa-
tion multiplies the duration by this value (φ =
1.023 in Unitran and φ = 1.015 in Epitran).13 We
further analyse the per-language trade-off slopes,
which can be seen in Fig. 4. These language-
specific slopes are calculated by summing the fixed
effect of the surprisal term with its random effects
per language. We see a similar trend in this figure
as in Fig. 3, with most of the analysed doculects
having a positive surprisal–duration trade-off.

7.3 Cross-linguistic Trade-offs
Our previous experiment in §7.2 makes use of
language-specific random effects. These effects
allow the model to potentially represent within-
language trade-off effects, while correcting for

13For the Epitran data, we performed this analysis while
also adding language family effects and found similar results.
However, we could not repeat this experiment for Unitran as
the model was too memory intensive.
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cross-linguistic differences by using the model pa-
rameters. It therefore cannot serve as confirmation
of a trade-off across the world’s languages by itself,
only as additional evidence for it. In this section,
we do not use language-specific random effects;
instead, we average surprisal within a language
for each phone–position tuple. We then train the
following mixed effects model:

duration = 1 + surprisal + position

+ surprisal · position + (1 | phone) (12)

This equation is identical to the one in eq. (10),
but now we model the language–phone–position
tuples, instead of a language’s individual phones.14

Additionally, since we are aggregating results per
tuple for this analysis, the central limit theorem
tells us our model’s residuals should be roughly
Gaussian. We thus use linear mixed effects
models, instead of the generalised log-linear ones.
By analysing this model we find a significantly
positive surprisal–duration additive slope, of
φ = 1.5 milliseconds per bit (φ = 1.54 in Unitran
and φ = 1.52 in Epitran). This confirms the
expected cross-linguistic trade-off: languages
with more surprising phones really have longer
durations, even after controlling for word positions
and phone-specific articulatory costs.

8 Discussion

The pressure towards a specific information rate
(potentially set at a specific cognitive channel ca-

14We note that phone labels may not always align exactly
across languages here, due to possible differences between
VoxClamantis’ G2P label sets. This may introduce noise
into this analysis. It is reassuring, though, that the previous
analyses with phones as language-specific effects lead to
similar conclusions.
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pacity) has been posited as an invariant across lan-
guages. Directly testing such a claim is perhaps im-
possible, as data alone cannot prove its universality.
Moreover, providing meaningful evidence towards
this phenomenon requires a careful and comprehen-
sive cross-linguistic analysis, which we attempt to
perform in this work. In comparison to similar stud-
ies, such as those by Pellegrino et al. (2011) and
Coupé et al. (2019), we employ more sophisticated
techniques to measure a linguistic unit’s (in our
case, a phone’s) information content. Moreover, we
also employ more rigorous strategies for analysing
the surprisal–duration relationship, controlling for
several potential confounds. By introducing these
improvements, we attain a more detailed under-
standing of the role of information in language
production, both across and within languages.

Experimentally, we find that, after controlling
for other artefacts, the information conveyed by a
phone in context has a modest but significant rela-
tionship with phone duration. We see that this rela-
tionship is consistently positive across a number of
investigated settings, despite being small in magni-
tude, meaning that more informative phones are on
average longer. Additionally, using two-tailed tests
at α < 0.01 throughout our experiments, we find
no language with a significant negative relationship
between phone surprisal and duration.

Limitations and Future Work. In this work, we
implemented a careful evaluation protocol to study
the relationship between a phone’s surprisal and
duration in a representative set of languages. To
perform our study in such a large number of lan-
guages, however, we rely on the automatically
aligned phone measurements from VoxClamantis,
which contain noise from various sources. Future
work could investigate if biases in the dataset gen-
eration protocol could impact our results. Further,
VoxClamantis data is derived from readings of the
Bible. Future studies could extend our analysis to
other settings, such as conversational data.

9 Conclusion

In this work, we have provided the widest cross-
linguistic investigation of phone surprisal and
duration to date, covering 600 languages from over
60 language families spread across the globe. We
confirm a surprisal–duration trade-off both across
these analysed languages and within a subset of
319 of them, covering 53 language families. While
there exist arguments against some of our design

choices, our overarching conclusion is remarkably
consistent across our analyses: the presence of
a surprisal–duration trade-off is significant in
language production. In other words, both across
and within languages, phones carrying more
information are longer, while phones carrying less
information are produced faster.
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A Confound analysis

In this section, we analyse the word position and ar-
ticulatory cost confounds mentioned in §5, as they
could have an impact on a surprisal–duration trade-
off analysis. We first investigate the parameters
from our mixed effects models containing word po-
sitioning effects. The word-initial and word-final
intercepts are significantly positive in all 39 lan-
guages of our mono-lingual Epitran analysis (rep-
resented by eq. (10)) and in both cross-linguistic
experiments (eqs. (11) and (12)). The intercepts for
word-initial positions average at 67 milliseconds,
while the word-final ones average at 32, provid-
ing new evidence for this word boundary lengthen-
ing effect. Since word position is correlated with
surprisal, this boundary lengthening phenomenon
could pose as a source of bias in our results, had
we not controlled for it.

We now explore the potential bias introduced by
phone-specific articulatory costs. As mentioned
in §5, languages with larger phonetic inventory
sizes may be more inclined to use marked phones,
which have longer duration. While this correla-
tion between inventory size and unit cost would be
particularly problematic for larger linguistic units
(e.g. syllables) it can also affect our phone-level
analysis. In fact, we take the Spearman correlation
between a language’s inventory size (in number
of unique phones) and its average phone duration,
finding a positive correlation of ρ = .28. The aver-
age surprisal–duration Spearman correlation across
languages is ρ = 0.45. As inventory size and sur-
prisal are strongly correlated across languages, we
find that pure inventory effects may be driving a
large part of the analysed correlation.

To analyse how strongly both confounds would
reflect in the main effect if left unaccounted
for, we rerun our previous analyses, but without
effects for either position, phone, or both. We
do so for Epitran only. The resulting estimated
trade-off effects are given in Tab. 1. We indeed
see that these confounds are typically absorbed
by the fixed surprisal effect in all three settings.
Notably, without confound control we would
find supposedly significant results in all analysed
languages, and a 10 times stronger cross-linguistic
effect, all of which are in fact spurious.

Trade-off Slope φ

Controls Mono-lingual Cross-linguistic

Phone Position eq. (10) # Sign eq. (11) eq. (12)

3 3 1.02 30 1.02‡ 1.52‡

3 7 1.02 37 1.03‡ 0.93‡

7 3 1.03 33 1.02‡ 15.75
7 7 1.04 39 1.04‡ 15.73†

Table 1: Comparison of trade-off (in milliseconds per
bit) found when not conditioning on potential con-
founds. # Sign represents the number of significant lan-
guages (α < 0.01) in a mono-lingual analysis.
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Figure 6: Additive slope of the model in eq. (11).
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C Languages

The languages used in our analyses are listed below, grouped by language family, along with their three
character ISO 639-3 code, and the grapheme-to-phoneme schemes for which phone alignments are
available for that language in the VoxClamantis dataset – Unitran: U, Epitran: E (Salesky et al., 2020).
ISO codes for which there are multiple languages listed may represent dialects or other sub-language
variations and/or multiple available Bible versions for which data is available.

45
bcw
dsh
dbq
daa
dwr
hae
arz
gmv
gej
gof
gof
gde
amf
hau
xed
irk
kab
kbr
ktb
hig
ker
kqp
kxc
kqy
lln
mdy
mpg
mqb
meq
acm
mif
muy
sur
mfk
pbi
lme
sgw
som
arb
apd
shi
taq
tir
tmc
mfi
1
ojc
1
pad
7
cni
cab
ign
mcb
not
pab
ter
4
bru
jun
khm
vie
106

U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U E 
U     
U     

U     

U     

U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U E 

AFRO-ASIATIC:
Bana

Daasanach
Daba

Dangaléat
Dawro

Eastern Oromo
Egyptian Arabic

Gamo
Gen

Gofa
Gofa
Gude

Hamer-Banna
Hausa

Hdi
Iraqw

Kabyle
Kafa

Kambaata
Kamwe

Kera
Kimré
Konso

Koorete
Lele (Chad)

Male (Ethiopia)
Marba
Mbuko
Merey

Mesopotamian Arabic
Mofu-Gudur

Muyang
Mwaghavul
North Mofu

Parkwa
Pévé

Sebat Bet Gurage
Somali

Standard Arabic
Sudanese Arabic

Tachelhit
Tamasheq

Tigrinya
Tumak

Wandala
ALGIC:

Central Ojibwa
ARAUAN:

Paumarí
ARAWAKAN:

Asháninka
Garifuna

Ignaciano
Machiguenga

Nomatsiguenga
Parecís
Tereno

AUSTRO-ASIATIC:
Eastern Bru

Juang
Khmer

Vietnamese
AUSTRONESIAN:

ace
agn
alj
alp
amk
ifa
atq
apr
aia
bhz
blz
ban
ptu
ifb
btd
btx
bts
bep
plw
jvn
ceb
bcl
pse
cmo
sml
kzf
mvp
far
fij
frd
gil
gor
hnn
hil
iba
ilo
ind
ind
ind
itv
jav
dtp
cgc
kqe
kne
ify
tlx
kij
krj
kje
bpr
ljp
law
lew
lex
lnd
mhy
mad
sgb
mak
mlg
mlg
mlg
msa

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U E 
U E 
U E 
U     
U E 
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Achinese
Agutaynen

Alangan
Alune

Ambai
Amganad Ifugao

Aralle-Tabulahan
Arop-Lokep

Arosi
Bada (Indonesia)

Balantak
Balinese

Bambam
Batad Ifugao

Batak Dairi
Batak Karo

Batak Simalungun
Besoa

Brooke's Point Palawa
Caribbean Javanese

Cebuano
Central Bikol

Central Malay
Central Mnong

Central Sama
Da'a Kaili

Duri
Fataleka

Fijian
Fordata

Gilbertese
Gorontalo
Hanunoo

Hiligaynon
Iban
Iloko

Indonesian
Indonesian
Indonesian

Itawit
Javanese

Kadazan Dusun
Kagayanen

Kalagan
Kankanaey

Keley-I Kallahan
Khehek
Kilivila

Kinaray-A
Kisar

Koronadal Blaan
Lampung Api

Lauje
Ledo Kaili

Luang
Lundayeh
Ma'anyan
Madurese

Mag-antsi Ayta
Makasar

Malagasy
Malagasy
Malagasy

Malay (macrolanguage)

msa
mqj
xmm
bzh
mrw
mah
mbt
ifu
mwv
min
mpx
mog
mnb
npy
nij
nia
obo
stn
pau
pmf
pam
pag
prf
rej
rug
xsb
xsb
smo
sxn
bps
sas
tgo
sun
tgl
tgp
twu
txa
sda
ifk
ppk
mbb
twb
2
ayr
ayr
2
kwi
gum
1
eus
1
cbv
1
cbt
3
ake
car
pbc
13
luc
avu
bjv
gqr
gvl

U E 
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     

U     
U     

U     

U     

U     

U     
U     
U     

U     
U     
U     
U     
U     

Malay (macrolanguage)
Mamasa

Manado Malay
Mapos Buang

Maranao
Marshallese

Matigsalug Manobo
Mayoyao Ifugao

Mentawai
Minangkabau

Misima-Panaeati
Mongondow

Muna
Napu

Ngaju
Nias

Obo Manobo
Owa

Palauan
Pamona

Pampanga
Pangasinan

Paranan
Rejang

Roviana
Sambal
Sambal
Samoan

Sangir
Sarangani Blaan

Sasak
Sudest

Sundanese
Tagalog
Tangoa

Termanu
Tombonuo

Toraja-Sa'dan
Tuwali Ifugao

Uma
Western Bukidnon Mano

Western Tawbuid
AYMARAN:

Central Aymara
Central Aymara
BARBACOAN:
Awa-Cuaiquer

Guambiano
BASQUE:

Basque
CACUA-NUKAK:

Cacua
CAHUAPANAN:

Chayahuita
CARIBAN:

Akawaio
Galibi Carib

Patamona
CENTRAL SUDANIC:

Aringa
Avokaya
Bedjond

Gor
Gulay

bex
kyq
lgg
mhi
myb
mgd
sba
lem
7
kvn
cjp
tuf
kog
gym
cuk
tfr
1
cax
2
sja
emp
1
con
14
bzj
bis
djk
hat
icr
jam
kri
mfe
pcm
pis
acf
srm
srn
tpi
1
dts
5
kan
kru
mal
tam
tel
1
mej
1
nas
19
ach
adh
alz
bfa
tcc
keo
kdj
kdi
kpz
laj
lwo
mfz
enb

U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U     
U     
U     
U     

U     

U     
U     

U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U E 

U     

U     
U     
U     
U E 
U E 

U     

U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Jur Modo
Kenga

Lugbara
Ma'di
Mbay
Moru

Ngambay
Nomaande

CHIBCHAN:
Border Kuna

Cabécar
Central Tunebo

Cogui
Ngäbere

San Blas Kuna
Teribe

CHIQUITO:
Chiquitano

CHOCO:
Epena

Northern Emberá
COFÁN:

Cofán
CREOLE:

Belize Kriol English
Bislama

Eastern Maroon Creole
Haitian

Islander Creole Engli
Jamaican Creole Engli

Krio
Morisyen

Nigerian Pidgin
Pijin

Saint Lucian Creole F
Saramaccan

Sranan Tongo
Tok Pisin
DOGON:

Toro So Dogon
DRAVIDIAN:

Kannada
Kurukh

Malayalam
Tamil

Telugu
EAST BIRD'S HEAD:

Meyah
EAST BOUGAINVILLE:

Naasioi
EASTERN SUDANIC:

Acoli
Adhola

Alur
Bari

Datooga
Kakwa

Karamojong
Kumam

Kupsabiny
Lango (Uganda)

Luwo
Mabaan

Markweeta
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mur
nus
spy
shk
dik
teo
1
ess
3
cui
guh
guo
1
tob
1
mww
1
huv
3
boa
hto
huu
40
sqi
awa
ben
ben
ben
hns
hne
prs
eng
hif
fra
fra
hin
pes
lat
mag
mai
mup
mar
kmr
ori
oss
pol
por
por
por
por
ron
rus
rmo
spa
spa
spa
spa
spa
swe
swe
tgk
urd
rmy
4

U     
U     
U     
U     
U     
U     

U     

U     
U     
U     

U     

U     

U     

U     
U     
U     

U     
U     
U E 
U E 
U E 
U     
U     
U     
U     
U     
U     
U     
U E 
U     
U     
U     
U     
U     
U E 
U E 
U     
U     
U E 
U     
U     
U     
U     
U E 
U E 
U     
U E 
U E 
U E 
U E 
U E 
U E 
U E 
U E 
U     
U     

Murle
Nuer

Sabaot
Shilluk

Southwestern Dinka
Teso

ESKIMO-ALEUT:
Central Siberian Yupi

GUAHIBAN:
Cuiba

Guahibo
Guayabero

GUAICURUAN:
Toba

HMONG-MIEN:
Hmong Daw
HUAVEAN:

San Mateo Del Mar Hua
HUITOTOAN:

Bora
Minica Huitoto
Murui Huitoto

INDO-EUROPEAN:
Albanian

Awadhi
Bengali
Bengali
Bengali

Caribbean Hindustani
Chhattisgarhi

Dari
English

Fiji Hindi
French
French

Hindi
Iranian Persian

Latin
Magahi
Maithili

Malvi
Marathi

Northern Kurdish
Oriya (macrolanguage)

Ossetian
Polish

Portuguese
Portuguese
Portuguese
Portuguese
Romanian

Russian
Sinte Romani

Spanish
Spanish
Spanish
Spanish
Spanish
Swedish
Swedish

Tajik
Urdu

Vlax Romani
JIVAROAN:

acu
agr
hub
jiv
1
sbd
1
udu
1
mor
1
msy
1
txu
13
bam
bib
bqc
bqp
dyu
dyu
knk
lok
mnk
men
bbo
sus
kao
1
enx
1
mca
42
acr
agu
ctu
caa
cac
cac
hus
ixl
ixl
ixl
quc
quc
quc
quc
quc
quc
cak
cak
cak
cak
cak
cak
kek
kek
mam
mam
mam
mam
mop
jac
jac

U     
U     
U     
U     

U     

U     

U     

U     

U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     

U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Achuar-Shiwiar
Aguaruna
Huambisa

Shuar
KHOE-KWADI:

Southern Samo
KOMAN:

Uduk
KORDOFANIAN:

Moro
LOWER SEPIK-RAMU:

Aruamu
MACRO-GE:

Kayapó
MANDE:
Bambara

Bissa
Boko (Benin)

Busa
Dyula
Dyula

Kuranko
Loko

Mandinka
Mende (Sierra Leone)

Northern Bobo Madaré
Susu

Xaasongaxango
MASCOIAN:

Enxet
MATACOAN:

Maca
MAYAN:

Achi
Aguacateco

Chol
Chortí

Chuj
Chuj

Huastec
Ixil
Ixil
Ixil

K'iche'
K'iche'
K'iche'
K'iche'
K'iche'
K'iche'

Kaqchikel
Kaqchikel
Kaqchikel
Kaqchikel
Kaqchikel
Kaqchikel

Kekchí
Kekchí

Mam
Mam
Mam
Mam

Mopán Maya
Popti'
Popti'

poh
poh
kjb
ttc
tzj
tzh
tzh
tzo
tzo
knj
yua
1
miq
3
mco
poi
pxm
2
khk
xal
2
ava
che
159
abi
ade
adj
aka
keu
bss
cko
avn
bfd
bqj
bkv
btt
beh
bim
bus
bmq
box
bwu
bmv
mcu
fuq
cme
cme
cce
ncu
ntr
anv
tbz
dyi
dug
xrb
eka
ewe
ewe
gur
gur
fon
acd
nyf
toh

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     

U     
U     
U     

U     
U     

U     
U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Poqomchi'
Poqomchi'
Q'anjob'al
Tektiteko
Tz'utujil

Tzeltal
Tzeltal
Tzotzil
Tzotzil

Western Kanjobal
Yucateco

MISUMALPAN:
Mískito

MIXE-ZOQUE:
Coatlán Mixe

Highland Popoluca
Quetzaltepec Mixe

MONGOLIC:
Halh Mongolian

Kalmyk
NAKH-DAGHESTAN.:

Avaric
Chechen

NIGER-CONGO:
Abidji
Adele

Adioukrou
Akan

Akebu
Akoose
Anufo

Avatime
Bafut

Bandial
Bekwarra

Bete-Bendi
Biali

Bimoba
Bokobaru

Bomu
Buamu

Buli (Ghana)
Bum

Cameroon Mambila
Central-Eastern Niger

Cerma
Cerma
Chopi

Chumburung
Delo

Denya
Ditammari

Djimini Senoufo
Duruma

Eastern Karaboro
Ekajuk

Ewe
Ewe

Farefare
Farefare

Fon
Gikyode
Giryama
Gitonga

gog
gkn
gux
gwr
hag
hay
ife
atg
izr
dyo
csk
jbu
kbp
kki
kkj
xsm
xsm
ken
kia
kia
kmy
xon
kno
ozm
kyf
kez
kdn
xuo
kus
kub
kdc
cwt
cwe
las
lef
lob
yaz
dop
lee
jmc
mda
mcp
vmw
lon
bfo
myk
maw
knf
myx
mgo
soy
mfq
mfq
old
mos
mos
mzm
mnf
moa
wmw
muh
nfr
nnb
ntm

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Gogo
Gokana

Gourmanchéma
Gwere
Hanga

Haya
Ifè

Ivbie North-Okpela-Ar
Izere

Jola-Fonyi
Jola-Kasa

Jukun Takum
Kabiyè
Kagulu

Kako
Kasem
Kasem

Kenyang
Kim
Kim

Koma
Konkomba

Kono (Sierra Leone)
Koonzime

Kouya
Kukele
Kunda

Kuo
Kusaal
Kutep
Kutu

Kuwaataay
Kwere

Lama (Togo)
Lelemi

Lobi
Lokaa
Lukpa

Lyélé
Machame

Mada (Nigeria)
Makaa

Makhuwa
Malawi Lomwe

Malba Birifor
Mamara Senoufo

Mampruli
Mankanya

Masaaba
Meta'

Miyobe
Moba
Moba
Mochi
Mossi
Mossi

Mumuye
Mundani

Mwan
Mwani
Mündü

Nafaanra
Nande
Nateni
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nmz
ndz
gng
mzk
nim
nin
nko
nhu
dgi
bud
nwb
nyy
nyn
rim
nuj
nyo
nzi
ann
oku
sig
ktj
pkb
fuf
iri
run
lsm
sag
lip
snw
seh
ksb
sld
akp
xog
fal
biv
bwq
dga
nnw
gso
spp
tlj
tpm
thk
tik
tem
neb
tso
sil
bov
kcg
bav
vun
lia
gud
27
mib
miy
maz
trs
xtd
maj
mxt
cnl

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U     
U     
U     
U     
U     

Nawdm
Ndogo

Ngangam
Nigeria Mambila

Nilamba
Ninzo

Nkonya
Noone

Northern Dagara
Ntcham
Nyabwa

Nyakyusa-Ngonde
Nyankole
Nyaturu

Nyole
Nyoro
Nzima
Obolo

Oku
Paasaal

Plapo Krumen
Pokomo

Pular
Rigwe
Rundi

Saamia
Sango

Sekpele
Selee
Sena

Shambala
Sissala

Siwu
Soga

South Fali
Southern Birifor

Southern Bobo Madaré
Southern Dagaare

Southern Nuni
Southwest Gbaya
Supyire Senoufo

Talinga-Bwisi
Tampulma

Tharaka
Tikar

Timne
Toura (Côte d'Ivoire)

Tsonga
Tumulung Sisaala

Tuwuli
Tyap

Vengo
Vunjo

West-Central Limba
Yocoboué Dida

OTO-MANGUEAN:
Atatláhuca Mixtec

Ayutla Mixtec
Central Mazahua

Chicahuaxtla Triqui
Diuxi-Tilantongo Mixt
Jalapa De Díaz Mazate

Jamiltepec Mixtec
Lalana Chinantec

cle
xtm
ote
cya
chz
mil
mio
maa
maa
poe
pls
azg
mza
cso
mit
cnt
mxb
cuc
mpm
4
cbs
knt
mcd
shp
1
pui
1
pbb
22
quy
qvc
qxr
quz
qub
qvh
qwh
qvw
inb
quf
qvm
qvo
qul
qvn
qxn
qvz
qxh
qvs
quh
quh
qup
quw
24
acn
aeu
ahk
bgr
taj
cfm
hak
kac
cnk
kle
lhu
lsi

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U     

U     

U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

Lealao Chinantec
Magdalena Peñasco Mix

Mezquital Otomi
Nopala Chatino

Ozumacín Chinantec
Peñoles Mixtec

Pinotepa Nacional Mix
San Jerónimo Tecóatl 
San Jerónimo Tecóatl 

San Juan Atzingo Popo
San Marcos Tlacoyalco

San Pedro Amuzgos Amu
Santa María Zacatepec

Sochiapam Chinantec
Southern Puebla Mixte
Tepetotutla Chinantec

Tezoatlán Mixtec
Usila Chinantec

Yosondúa Mixtec
PANOAN:

Cashinahua
Panoan Katukína

Sharanahua
Shipibo-Conibo

PUINAVE:
Puinave

PÁEZAN:
Páez

QUECHUAN:
Ayacucho Quechua

Cajamarca Quechua
Cañar Highland Quichu

Cusco Quechua
Huallaga Huánuco Quec
Huamalíes-Dos de Mayo
Huaylas Ancash Quechu
Huaylla Wanca Quechua

Inga
Lambayeque Quechua

Margos-Yarowilca-Laur
Napo Lowland Quechua
North Bolivian Quechu

North Junín Quechua
Northern Conchucos An

Northern Pastaza Quic
Panao Huánuco Quechua

San Martín Quechua
South Bolivian Quechu
South Bolivian Quechu
Southern Pastaza Quec
Tena Lowland Quichua

SINO-TIBETAN:
Achang

Akeu
Akha

Bawm Chin
Eastern Tamang

Falam Chin
Hakka Chinese

Kachin
Khumi Chin

Kulung (Nepal)
Lahu
Lashi

ycl
cmn
mhx
nan
cmr
new
pww
xsr
suz
ctd
yue
zyp
1
sua
2
ese
tna
4
lao
nod
blt
tha
1
tsz
1
tca
1
jic
1
ury
4
toc
tos
tpp
tpt
12
boj
awb
mcq
dah
hui
ipi
kue
kyc
dni
dni
nlc
omw
11
des
gvc
coe
myy
pir
sey
snn
sri
tuo
tuo
tue
8
guq
gui
gub

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     

U     
U     

U E 
U     
U     
U E 

U     

U     

U     

U     

U     
U     
U     
U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     
U     
U     
U     
U     
U     
U     
U     
U     

U     
U     
U     

Lolopo
Mandarin Chinese

Maru
Min Nan Chinese
Mro-Khimi Chin

Newari
Pwo Northern Karen

Sherpa
Sunwar

Tedim Chin
Yue Chinese
Zyphe Chin

SULKA:
Sulka

TACANAN:
Ese Ejja
Tacana

TAI-KADAI:
Lao

Northern Thai
Tai Dam

Thai
TARASCAN:

Purepecha
TICUNA:

Ticuna
TOL:

Tol
TOR-ORYA:

Orya
TOTONACAN:

Coyutla Totonac
Highland Totonac

Pisaflores Tepehua
Tlachichilco Tepehua

TRANS-NEW GUINEA:
Anjam

Awa (Papua New Guinea
Ese

Gwahatike
Huli
Ipili

Kuman (Papua New Guin
Kyaka

Lower Grand Valley Da
Lower Grand Valley Da

Nalca
South Tairora
TUCANOAN:

Desano
Guanano

Koreguaje
Macuna

Piratapuyo
Secoya

Siona
Siriano
Tucano
Tucano
Tuyuca

TUPIAN:
Aché

Eastern Bolivian Guar
Guajajára

gyr
kyz
gug
urb
gnw
18
bak
chv
crh
gag
gag
kaa
krc
kaz
kjh
kum
nog
azj
alt
tat
tur
tur
tyv
uig
3
fin
kpv
udm
1
ura
1
cap
15
nch
nhe
crn
ngu
azz
nhx
nhx
mfy
nhy
ncj
cok
nsu
npl
nhw
nhi
3
gbi
tby
tlb
1
xsu
1
ceg
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Guarayu
Kayabí

Paraguayan Guaraní
Urubú-Kaapor

Western Bolivian Guar
TURKIC:

Bashkir
Chuvash

Crimean Tatar
Gagauz
Gagauz

Kara-Kalpak
Karachay-Balkar

Kazakh
Khakas
Kumyk

Nogai
North Azerbaijani

Southern Altai
Tatar

Turkish
Turkish

Tuvinian
Uighur

URALIC:
Finnish

Komi-Zyrian
Udmurt

URARINA:
Urarina

URU-CHIPAYA:
Chipaya

UTO-AZTECAN:
Central Huasteca Nahu
Eastern Huasteca Nahu

El Nayar Cora
Guerrero Nahuatl

Highland Puebla Nahua
Isthmus-Mecayapan Nah
Isthmus-Mecayapan Nah

Mayo
Northern Oaxaca Nahua
Northern Puebla Nahua

Santa Teresa Cora
Sierra Negra Nahuatl

Southeastern Puebla N
Western Huasteca Nahu
Zacatlán-Ahuacatlán-T

WEST PAPUAN:
Galela

Tabaru
Tobelo

YANOMAM:
Sanumá

ZAMUCOAN:
Chamacoco


