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Abstract

Determining whether two documents were
composed by the same author, also known as
authorship verification, has traditionally been
tackled using statistical methods. Recently, au-
thorship representations learned using neural
networks have been found to outperform al-
ternatives, particularly in large-scale settings
involving hundreds of thousands of authors.
But do such representations learned in a par-
ticular domain transfer to other domains? Or
are these representations inherently entangled
with domain-specific features? To study these
questions, we conduct the first large-scale
study of cross-domain transfer for authorship
verification considering zero-shot transfers in-
volving three disparate domains: Amazon re-
views, fanfiction short stories, and Reddit com-
ments. We find that although a surprising de-
gree of transfer is possible between certain do-
mains, it is not so successful between others.
We examine properties of these domains that
influence generalization and propose simple
but effective methods to improve transfer.

1 Introduction

Authorship verification offers a useful capability
for a number of problems, such as plagiarism de-
tection, moderation of user-generated content, his-
torical authorship attribution, and forensic analysis.
Authorship verification techniques have tradition-
ally relied on modeling stylometric linguistic prop-
erties, such as punctuation and whitespace usage
and the frequencies of function words, parts-of-
speech, and character n-grams (Stamatatos, 2009;
Stolerman et al., 2014). More recently, end-to-
end models built with convolutional neural net-
works (Shrestha et al., 2017; Andrews and Bishop,
2019) and recurrent neural networks (Boenninghoff
et al., 2019) have been proposed. However, neural
methods introduce a tradeoff: although they obvi-
ate the need of manual feature design by learning
relevant features, these features are not explicitly

identified. Not knowing how a system arrived at its
authorship conclusions makes it difficult to assess
how closely tied these features are to the domain
from which the training data was drawn.

In addition, neural methods are less applicable
in low-resource domains due to their requirement
of large training datasets. On the other hand, if
authorship features could be learned in a domain-
independent fashion, it would reduce the need for
in-domain training sets by exploiting transfer be-
tween domains: authorship representations could
be learned from a large but out-of-domain corpus
and subsequently deployed in a target domain. In
prior work, Barlas and Stamatatos (2020) perform
a study on cross-domain author verification in a
closed world of 21 authors. In contrast, we consider
an open-world setting with several orders of magni-
tude more authors. With a view towards addressing
the deeper question of whether neural approaches
are capable of learning universal authorship rep-
resentations that are effective in unseen domains,
we conduct a systematic study involving three dis-
parate domains: Amazon reviews, fanfiction, and
Reddit comments.

We propose the combination of an attention-
based architecture and a contrastive training ob-
jective in §2 that achieves a new state-of-the-art
in ranking performance. In §4.1 we conduct zero-
shot transfer experiments among various domains,
finding large discrepancies in transfer performance.
In §4.2 we evaluate how properties of the training
data affect transfer, including the number of train-
ing authors and the topic distribution of the data.
In §4.3 we train models on the unions of multiple
domains, in some cases resulting in improved gen-
eralization. Finally, in §4.4 we propose a simple
masking technique that we find improves transfer.
Overall, we find that neural models do not in gen-
eral capture universal authorship features, and that
the training data must be carefully controlled in
order to learn the desired invariances.
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Figure 1: The proposed model for learning authorship embeddings consists of the aggregation of w text embed-

dings using SBERT and max-over-time pooling.

2 Model

Objective We learn a function f mapping a col-
lection of documents to R®!? under which any
two collections composed by the same author have
higher cosine similarity than two collections com-
posed by different authors. We fit f using con-
trastive learning (Goldberger et al., 2004; Khosla
et al., 2020), which proceeds as follows. Given a
mini-batch! of collections z; indexed by a set I,
we denote the Ly normalization of f (x;) by z; and
maximize

1
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exp (i - 2/7)
Zke[\{i} exp (i - 2k/T)

where P (i) C I denotes the set of indices other
than 7 of collections by the same author as x; and
T is a temperature parameter, which we set to 0.01.
This formulation includes several common met-
ric learning losses as special cases, such as triplet
loss (Schroff et al., 2015).

Architecture We propose the attention-based au-
thorship verification model illustrated in Figure 1,
an elaboration of the SBERT model developed for
learning semantic sentence embeddings (Reimers
and Gurevych, 2019). The following description
assumes that the input is a collection of short docu-
ments, as in Andrews and Bishop (2019). If instead
the input is a single long document, we regard it as
a collection by subdividing into paragraphs.

At training time our model randomly samples ex-
cerpts consisting of N = 32 consecutive byte-pair
encoded tokens (Kudo, 2018) from each of w con-
tiguous documents, where w varies from 1 to 16
by taking w = [1 + 15z |, where x ~ Beta (3, 1).
Previous studies have shown that randomly sam-
pling windows improves model generalizability

"We construct mini-batches of 256 collections by sam-
pling two collections by each of 128 randomly chosen authors,

which ensures that each mini-batch contains at least 128 pairs
with matching authors.

and provides a simple way to handle very long doc-
uments (Boenninghoff et al., 2020), while Khan
et al. (2021) show that sampling the number w of
documents improves a model’s ability to handle
collections of documents of arbitrary size at infer-
ence time.

We pass the w excerpts to SBERT, which con-
sists of a BERT model followed by an attention-
weighted mean pooling of the features of each ex-
cerpt. This results in w feature vectors, each of
dimension 768, the dimension of BERT’s hidden
feature. We apply self-attention to the w vectors,
apply maxpooling, and finally project the result to
R5!2 through a linear layer. We use a pretrained
SBERT model (Reimers and Gurevych, 2019) but
update all model parameters during training. Prior
work has explored self-attention models for author-
ship attribution (Saedi and Dras, 2020; Fabien et al.,
2020; Barlas and Stamatatos, 2020) with mixed
success compared to simpler convolutional mod-
els. These systems have utilized either the output
or the classification token of BERT as the basis
for learning authorship embeddings. However, we
find that SBERTs attention weighted averaging of
the hidden activations leads to better performing
authorship embeddings.

At test time we use more of the available text to
evaluate the model. Namely, we set w = 16 for the
Amazon and Reddit domains (see §3.1, §3.3). For
the fanfiction dataset (see §3.2) each short story is
regarded as a collection of documents by subdivid-
ing into paragraphs; at test time we take w to be the
number of paragraphs, which essentially amounts
to encoding the entire work.

3 Data

Our experiments use the three anonymous domains
described below. For each domain we hold out a
portion of the domain’s data to be used to evalu-
ate the performance of models trained on various

914



combinations of the three domains. The remainder
of the data is used for training. For domains that
supply timestamps, we stipulate that the held-out
evaluation data must be future to the training data in
order to assess robustness to ephemeral aspects of
writing, such as topic (Andrews and Bishop, 2019).
The evaluation metrics described in §4 require that
the evaluation corpora each be further divided into
two disjoint sets, the queries and the targets. For
domains that include timestamps, we also stipulate
that all the targets be future to all the queries.

3.1 Amazon reviews

We restrict the corpus of Amazon product reviews
described in Ni et al. (2019) to the reviews com-
posed by the 135K authors contributing at least
100 reviews each. We organize the reviews by au-
thor and use those composed by 100K randomly
chosen authors for training and those by the remain-
ing 35K for evaluation, in which we take half the
reviews by each author as queries and remainder
as targets.

3.2 Fanfiction stories

Our fanfiction dataset is derived from the training
set released with Bevendorff et al. (2020), which
was collected by crawling fanfiction.net. The
dataset consists of 278,169 stories by 41,000 dis-
tinct authors. Our evaluation split consists of sto-
ries by the 16,456 authors contributing exactly two
stories each to the collection, one story to serve as
the query and the other as the corresponding tar-
get. Our training set consists of the stories by the
remaining authors.

3.3 Reddit comments

We use the corpus of Reddit comments collected
by Baumgartner et al. (2020) for training, restrict-
ing to 1M authors contributing at least 100 com-
ments each. Specifically, the training split is the
same as in Khan et al. (2021). For evaluation we
use the evaluation dataset proposed by Andrews
and Bishop (2019), which is disjoint from and fu-
ture to our training split. This is the largest of
the three training sets used in this work, although
we consider the effect of reducing the number of
training authors in §4.2.

4 Experiments

Metrics We assess performance using two stan-
dard retrieval metrics. First, recall-at-8 (R@S8) is

the probability that, after ranking the targets accord-
ing to their cosine similarity to a randomly selected
query, the single correct target appears among the
top eight results. We also report the mean recipro-
cal rank (MRR), which does not require the choice
of a fixed threshold. For both metrics, larger scores
are preferable.

Baselines For comparison we also train the fol-
lowing baseline models using the same data. First,
we consider the TF-IDF vector representation of
the concatenated text content of a document collec-
tion. We use single words as tokens for this model.
We also consider a variation of the proposed model
with the SBERT component replaced with convolu-
tions, as described in Andrews and Bishop (2019).
An important distinction between the two neural ar-
chitectures is that the convolutional model operates
on fixed windows of nearby subwords, in contrast
with the global perspective afforded by SBERT. For
transfer, the limited expressiveness of the convolu-
tional model may provide a helpful inductive bias,
and therefore serves as a strong baseline.

Reproducibility Our source code and scripts to
reproduce our main experiments are available at
https://github.com/noa/uar.

4.1 Zero-shot transfer

For each domain, we train a domain-specific model
and evaluate its performance on the held-out eval-
uation sets of all three domains. The results are
shown in Table 1. Surprisingly, we see large varia-
tions in the transfer performance of the three mod-
els, with the model trained on Reddit and evalu-
ated on the other two corpora achieving more than
80% of the R@8 performance of the respective
domain-specific models, which is particularly no-
table in the zero-shot setting. On the other hand,
models trained on Amazon or fanfiction perform
consistently worse than the Reddit model on out-of-
domain evaluations. We also remark that the pro-
posed model outperforms the convolutional base-
line model in terms of R@8§ in all but one case. In
particular, the in-domain Reddit results are better
than those reported in Khan et al. (2021), establish-
ing a new state-of-the-art.

4.2 Domain properties affecting transfer

The effect of the number of authors. In order to
explore the extent to which the larger size of the
Reddit dataset accounts for its excellent transfer
performance, we train the proposed model on a
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fanfiction.net
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Training Dataset

Training Dataset

Reddit Amazon Fanfic
R@8 MRR R@8 MRR R@$8 MRR Amazon Amazon  Fanfic
U Fanfic U Reddit U Reddit
P 6561 5037 2372 1543 12.10 7.64
% Reddit C 5632 4238 630 970 574 3.90 Reddit 2040 06058 5635
g T 1034 677 765 503 697 4.63 £ 1311 4546 4120
2] -
2 P 6891 5559 8254 6899 2891 20.06 S Amazon 00 8484 5351
£ Amazon C 6020 47.60 7430 60.60 34.90 2590 3 6483 7209 3963
g T 4370 3550 31.61 24.86 2146 1645 = S184 4069 5751
= Fanfic
g P 4158 30.61 3635 2645 50.89 41.20 4179 3049 4632
= Fanfic C 40.66 3098 24.99 17.98 47.98 39.02
T 2522 1872 2604 1937 3137 22.53

Table 2: Transfer performance with multi-

Table 1: Zero-shot transfer results for the proposed model (P),
the convolutional model (C), and a TE-IDF baseline (T).

subset of the Reddit corpus containing the posts
of 100K randomly selected authors. This model
obtains a R@8 of 36.7 when tested on the fanfic-
tion dataset, which is marginally better than the
36.35 obtained by the model trained on Amazon,
which also has 100K training authors. At the other
extreme, we extend the Amazon corpus by relaxing
the requirement that its authors contribute at least
100 reviews each. Training on the 250K authors
contributing 75 reviews results in only a 1.1% im-
provement in R@8§ on fanfiction, while training on
the 500K authors contributing 50 reviews results in
a 1.03% improvement over the previous model.

We conclude that the larger size of the original
Reddit dataset partially explains its transfer perfor-
mance. However, the converse is true only to a
limited extent in the case of Amazon, where we see
only marginal gains from increasing the number of
authors. We now propose an explanation for this
disparity.

The effect of topic diversity Reddit authors ap-
pear to write about a wider range of topics than
authors of the other two domains. This hypothe-
sis is borne out through the in-domain evaluations
of Table 1 by the fact that the degree of improve-
ment of the neural models P and C over T is greater
for Reddit than it is for Amazon or fanfiction, not-
ing that we regard T as a proxy for a topic model.
This suggests that the Reddit model relies less on
topic similarity to distinguish authors, something
we expect to be beneficial for transfer, since there
is little topical overlap among our domains.

4.3 Multi-domain training

Combining data from multiple domains is a nat-
ural way to increase the amount of training data

domain training, where each cell shows R@8§
above MRR.

available. Furthermore, requiring the model to si-
multaneously explain data from multiple domains
may result in representations that generalize better.

Procedure For each pair of domains, we train
a model by constructing mini-batches of 256 ran-
domly selected document collections with exam-
ples split evenly between the two domains.> We
assume that the authors contributing to the first
domain are disjoint from those contributing to the
second, so a pair of collections can share an author
only if they are drawn from the same domain.

Discussion The results are shown in Table 2.
Comparing with the single-domain results shown
in Table 1, we find that introducing Reddit data
always improves transfer over the Amazon and
fanfiction domains alone. Conversely, introduc-
ing fanfiction always hurts transfer, while intro-
ducing Amazon improves transfer in one case but
not the other. Furthermore, introducing Reddit to
in-domain evaluations similarly improves perfor-
mance. In fact, our best results on the Amazon and
fanfiction domains come from this experiment by
introducing Reddit data, with improvements of 2.3
and 6.62 points in R@8 compared to training on
in-domain data alone. In summary, introducing the
Reddit dataset is helpful for improving both trans-
ferability and in-domain performance, suggesting
that domains that transfer effectively when used
alone are also likely to improve in-domain per-
formance when combined with data from another
domain.

2We also considered more complicated sampling schemes,
such as sampling collections according to the sizes of their
respective datasets, but found these methods equally effective
as sampling uniformly.
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Evaluation Dataset

Reddit
R@8 MRR

0.00 23.72 1543

0.05 2323 15.10
0.15 23.49 15.30
0.30 25.11 16.60
0.45 26.36 17.50
0.60 2631 1741

Fanfic
R@8 MRR

36.35 26.45

35.68 26.00
36.70 27.00
36.70 27.10
36.27 26.90
3438 25.33

Amazon
R@8 MRR

82.54 68.99

81.46 67.50
81.82 68.20
82.65 69.50
82.65 69.50
81.06 67.84

Mask Prob

Table 3: Impact on zero-shot transfer performance of
random masking at training time.

4.4 Random masking data augmentation

Motivation Although we did not observe signifi-
cant overfitting in our experiments, we did observe
poor transfer with Amazon and fanfic as the source
domains. This may be attributable in part to un-
derspecification: the expressivity of the neural net-
work results in fitting domain-specific predictive
patterns instead of generalizable features of author-
ship (D’ Amour et al., 2020). To improve transfer,
we explore strategies to impede the learning of id-
iosyncrasies of the training domain. Specifically,
we consider a simple domain-agnostic data aug-
mentation strategy consisting of random subword
dropout. If domain-specific features are masked
with sufficient frequency, it may discourage re-
liance on those features and thereby improve trans-
fer performance. Inspired by Stamatatos (2018) we
also experimented with using word frequency to
identify and mask only topic words, but found it
difficult to identify suitable word frequency thresh-
olds.

Procedure We take Amazon to be the source
domain. At training time, we fix p €
{0.05,0.15,0.30,0.45,0.60} and replace each sub-
word of each Amazon review with the distin-
guished <mask> symbol with probability p in
each training epoch. We use the standard SBERT
subword tokenizer, which uses a byte-pair encod-
ing (Sennrich et al., 2015). The resulting model is
then applied to the unmasked, held-out document
collections from all three domains.

Discussion The results are reported in Table 3.
For each of the three evaluation domains, the best
performance is obtained with the use of the pro-
posed data augmentation. The effect is particularly
notable with Reddit as the target domain, improv-
ing R@8 by 2.64 and MRR by 2.07. Nonetheless,
the absolute performance remains low relative to

in-domain performance, so random masking by it-
self is not sufficient to overcome domain-specific
biases. Although we did not experiment with other
source datasets, we expect random masking to also
be effective in the multi-domain setting of §4.3.
We also experimented with masking entire words
rather than subwords, which resulted in very simi-
lar results.

5 Conclusion

Our main finding is that in general, neural au-
thorship models are not universal, with models
trained on some domains exhibiting significantly
better transfer than those trained on others. Specif-
ically, we find that Reddit exhibits consistently
good transfer performance and improves perfor-
mance when incorporated in multi-domain train-
ing, which we attribute to both topic diversity and
the size of the dataset. In addition, the proposed
attention-based model establishes a new state-of-
the-art for the large scale, open-world setting (An-
drews and Bishop, 2019; Khan et al., 2021) which
to our knowledge, is the first instance where a self-
attention model has been shown to consistently out-
perform simpler, yet highly effective convolutional-
based architectures for authorship verification.

In future work, it would be interesting to attempt
to explicitly disentangle the learned representations
into content and style, for example, by using do-
main adversarial training objectives (Ganin et al.,
2016; Bischoff et al., 2020). The data augmenta-
tion proposed in §4.4 represents a promising first
step towards more sophisticated data augmentation
methods. Additional data augmentation methods,
particularly if applied together during training and
incorporated into the loss calculation via multiple
independent views of the data (Khosla et al., 2020),
have the potential to further improve verification
performance.
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