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Abstract

Various temporal knowledge graph (KG) com-
pletion models have been proposed in the re-
cent literature. The models usually contain
two parts, a temporal embedding layer and a
score function derived from existing static KG
modeling approaches. Since the approaches
differ along several dimensions, including dif-
ferent score functions and training strategies,
the individual contributions of different tem-
poral embedding techniques to model perfor-
mance are not always clear. In this work, we
systematically study six temporal embedding
approaches and empirically quantify their per-
formance across a wide range of configura-
tions with about 4000 experiments and 19000
GPU hours. We classify the temporal em-
beddings into two classes: (1) timestamp em-
beddings and (2) time-dependent entity embed-
dings. Despite the common belief that the
latter is more expressive, an extensive exper-
imental study shows that timestamp embed-
dings can achieve on-par or even better per-
formance with significantly fewer parameters.
Moreover, we find that when trained appro-
priately, the relative performance differences
between various temporal embeddings often
shrink and sometimes even reverse when com-
pared to prior results. For example, TTransE
(Leblay and Chekol, 2018), one of the first
temporal KG models, can outperform more
recent architectures on ICEWS datasets. To
foster further research, we provide the first
unified open-source framework for temporal
KG completion models with full composabil-
ity, where temporal embeddings, score func-
tions, loss functions, regularizers, and the ex-
plicit modeling of reciprocal relations can be
combined arbitrarily.

1 Introduction
The Knowledge Graph (KG), a graph-structured
knowledge base, has gained increasing interest as

*Equal contribution.
f Corresponding author.

gengyuanmax@gmail.com
volker.tresp@siemens.com

a promising way to store factual knowledge. KGs
represent facts in the form of triples (s, r, 0), e.g.,
(Bob, livesIn, New York), in which s (subject) and
o (object) denote nodes (entities) and r denotes
the edge type (relation) between s and o. Knowl-
edge graphs are commonly static and store facts
in their current state. In reality, however, the rela-
tions between entities often change over time. For
example, if Bob moves to California, the triple of
(Bob, livesIn, New York) will be invalid. To this
end, temporal knowledge graphs (tKGs) have been
introduced to capture temporal aspects of facts in
addition to their multi-relational nature. A tKG
represents a temporal fact as a quadruple (s, r, 0, 1)
by extending a static triple with time ¢, describing
that this fact is valid at time ¢{. Figure 2 in the
appendix depicts an exemplary temporal KG. To
address the inherent incompleteness of temporal
KGs, Tresp et al. (2015) proposed the first tKG
model. Afterwards, a line of work emerged that
extends static KG completion models by adding
temporal embeddings, e.g., TTransE (Leblay and
Chekol, 2018), TA-TransE (Garcia-Duran et al.,
2018), DE-SimplE (Goel et al., 2019), TNTCom-
plEx (Lacroix et al., 2020), ConT (Ma et al., 2018),
and many more. The models generally consist of
two parts, a temporal embedding layer to capture
the evolving features of tKGs and a score function
to examine the plausibility of a given quadruple.

Temporal embeddings are crucial in temporal
KG completion models for storing the evolving
knowledge; without them, the temporal aspect can-
not be captured. The PEs can be generally catego-
rized into three classes: (1) timestamp embeddings
(TEs): the models learn an embedding for each
discrete timestamp in the same vector space as
entities and relations (Tresp et al., 2017; Leblay
and Chekol, 2018; Dasgupta et al., 2018; Lacroix
et al., 2020). (2) time-dependent entity embeddings
(TEEs): the models define entity embedding as a
function that takes an entity and a timestamp as

8104

Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 8104-8118
November 7-11, 2021. (©)2021 Association for Computational Linguistics



input and generates a time-dependent representa-
tion for the entity at that time (Goel et al., 2019;
Xu et al., 2019; Han et al., 2020a). (3) deep repre-
sentation learning (DTRs): the models incorporate
temporal information into advanced deep learning
models, e.g., Recurrent Neural Network and Graph
Neural Network, to learn time-aware representa-
tions of entities and relations (Garcia-Duran et al.,
2018). In many cases, the introduction of new tem-
poral embedding approaches went along with new
score functions and new training methods (regu-
larization, the explicit modeling of reciprocal rela-
tions, etc.). Ablation studies were provided, but not
investigated thoroughly. Besides, some temporal
embedding papers introduced new datasets. They
commonly tune model architecture and hyperpa-
rameters of old temporal embedding approaches
on new datasets using grid search on a small grid
involving hand-crafted parameter ranges or settings
known to work well from prior studies. A grid suit-
able for one dataset may be suboptimal for another,
however. It is often difficult to attribute the incre-
mental improvements in performance reported with
each new state-of-the-art (SOTA) model to the pro-
posed temporal embeddings or other components.

In this work, we investigate the significance of
previously reported temporal embeddings with sev-
eral thousands of experiments and 19000 GPU
hours. First, we aim to study which temporal em-
bedding approach can generally outperform other
temporal embedding approaches regardless of dif-
ferent score functions and different datasets. We
choose one representative from bilinear score func-
tions, i.e., SimplE (Kazemi and Poole, 2018), and
one from translation-based score functions, i.e.,
TransE (Bordes et al., 2013). Then we benchmark
six temporal embedding approaches on two sub-
sets of ICEWS (Boschee et al., 2015) and a sub-
set of GDELT(Leetaru and Schrodt, 2013) with
the two representative score functions through an
extensive set of experiments. Second, we per-
formed an extensive benchmark study on well-
known temporal KG completion models using pop-
ular model architectures and training strategies in
a unified experimental setup. Following the work
(Ruffinelli et al., 2020), we considered many train-
ing strategies as well as a large hyperparameter
space, and we performed model selection using
a quasi-random search followed by Bayesian op-
timization, which has been shown to be able to
find good model configurations with relatively low

effort.

Regarding the first aim, we surprisingly find that
the TE proposed by Leblay and Chekol (2018) out-
performs other temporal embedding approaches
on the ICEWS subsets and achieves on-par results
on GDELT. Leblay and Chekol (2018) represent
timestamps in the same vector space as entities and
relations and learn embeddings for each discrete
timestamp. While achieving better results, the TE
models only require about half of the model pa-
rameters as much of TEEs. However, the common
belief is that the TEEs are more expressive and can
better capture the evolving knowledge. Recall that
models with TEEs learn an embedding function for
each entity that takes time as input and provides
an entity representation as output. In particular,
it has been proven that TEEs are fully expressive
for tKG completion in combination with certain
score functions (Goel et al., 2019), and thus, they
should perform better than TEs, which is in con-
trast to our findings. We argue that the sparsity
of temporal KG data may cause the undesirable
empirical performance of TEEs. Every entity has
the same dimensionality of time-dependent embed-
dings, but the majority of entities are only involved
in a small number of quadruples. As a result, the
TEEs may suffer from the overfitting problem. To
verify our assumption, we learn a unique temporal
embedding function for all entities instead of learn-
ing entity-specific embedding functions. We re-
fer to it as UTEE. Empirical study shows that the
UTEE achieves similar or even better results than
all other TEEs variants, emphasizing the overfitting
problem of TEEs.

Besides, we empirically find that the perfor-
mance of a fine-tuned baseline can by far exceed
the performance observed in all previous studies.
For example, T-TransE (Leblay and Chekol, 2018),
one of the first temporal KG completion models,
achieves superior performance metric in our study
that is more than doubled to that reported in recent
papers (Garcia-Durén et al., 2018; Goel et al., 2019;
Lacroix et al., 2020; Xu et al., 2019). Thus, it is
competitive to or even outperforms current SOTA
models such as DE-SimplE (Goel et al., 2019) and
TComplEx (Lacroix et al., 2020). This suggests
that training strategies significantly affect the per-
formance of temporal KG models and are responsi-
ble for a substantial fraction of the progress made
in recent years. Thus, to fairly compare the effec-
tiveness of different temporal KG models, it is nec-
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essary to evaluate them on a unified framework. To
this end, our study realizes the first fair benchmark-
ing by investigating the interplay between temporal
KG interaction models, loss functions, regulariza-
tion methods, the use of reciprocal relations, and
other training techniques in a unified open-source
framework!. To ensure the composability of the
framework, the temporal embedding layer, score
functions, and various training strategies are im-
plemented as independent submodules. Thus, one
can easily assess the individual benefit of a novel
temporal embedding approach via our framework.
Additionally, we perform an extensive experimen-
tal study in which well-known temporal KG mod-
els are fine-tuned by popular training strategies and
a wide range of hyperparameter settings. The re-
ported results can be directly used for comparison
in future work.

2 Preliminaries and Related Work

2.1 Temporal Knowledge Graph Completion

Temporal knowledge graphs (tKGs) are multi-
relational, directed graphs with labeled times-
tamped edges between entities. Let £, R, and T
represent a finite set of entities, relations, and times-
tamps, respectively. Each fact can be denoted by
a quadruple ¢ = (eg, 1, €,, ), representing a times-
tamped and labeled edge between a subject entity
es € £ and an object entity e, € £ regarding a rela-
tion r € R at a timestamp ¢t € 7. Let F represents
the set of all quadruples that are facts, i.e., real
events in the world, the tKG completion (tKGC)
is the problem of inferring F based on a set of
observed facts O, which is a subset of F. Specifi-
cally, the task of tKGC is to predict either a missing
subject entity (7,7, e,,t) given the other three com-
ponents or a missing object entity (es, 7,7, t).

Our study focuses solely on temporal knowledge
graph embedding models for the completion task,
which do not exploit temporal knowledge graph
embedding models for the forecasting task (Trivedi
et al., 2017; Han et al., 2020b, 2021).

2.2 Temporal KG Embedding Models

A tKG embedding (tKGE) model embeds each en-
tity e € £ and relation » € R in a vector space.
To capture temporal aspects, each model either
embeds discrete timestamps into a vector space
or learns time-dependent representations for each
entity. Besides, each model has a score function

that takes the temporal information and the em-
beddings of the subject, relation, and object as
the input and computes a score for each potential
quadruple. The higher the quadruple score, the
more plausible it is considered to be true by the
model. Taking the object prediction as an example,
we consider all entities in £ and learn a score func-
tion ¢(es, r, €0,t) = f(es(t),r,e,(t)), for models
with TEEs and ¢(eg, 1, €,,t) = f(es,r,€,,t) for
models with TEs. The bold symbols denote the
embeddings of the corresponding entities, relation,
and time.

2.2.1 Temporal Embeddings

tKGE models differ in their temporal embeddings
and score functions. Temporal embedding ap-
proaches come in three categories: timestamp em-
beddings (TEs), where the models learn a represen-
tation for each discrete timestamp; time-dependent
entity embeddings (TEEs), where an entity embed-
ding function takes time and an entity as inputs
and provides a hidden representation as output;
and deep temporal representations (DTRs), where
the models incorporate time information into deep
learning frameworks.

The best known TE is the vanilla TE (abbrevi-
ated to T by its authors) proposed by Leblay and
Chekol (2018) where each timestamp is mapped
in the same vector space as entities and relations.
Later, Lacroix et al. (2020) introduced a new regu-
larization scheme to smooth the representation of
neighboring timestamps. Another well-known TE
is HyTE (Dasgupta et al., 2018), which associates
each timestamp with a corresponding hyperplane
and projects the embeddings of entities and rela-
tions onto timestamp-specific hyperplanes to incor-
porate temporal information in entity embeddings:

ei(t)=e; Lw;=¢€; — (thei)wt.
e; represents the global embedding of entity e;, L
represents the projection operator, and w; repre-
sents the normal vector of the hyperplane associ-
ated with timestamp ¢.

A well-known variants of TEEs is the diachronic
entity embeddings (DE) proposed by Goel et al.
(2019) that defines the temporal embeddings of
entity e; at timestamp ¢ as

DE ) A [n] if1 <n<nd,
€; (t) [TZ] = {aei [n] Sin(wei [n]t + bei [n]) else.

"https://github.com/TemporalKGTeam/A_Unified_Framework_of_Temporal_Knowledge_Graph_Models (D)
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ePE (t)[n] denotes the n'" element of the embed-
dings of entity e; at time . a;, w,, be, are entity-
specific vectors with learnable parameters. The
first vd elements of the vector in Equation 1 cap-
ture static features, and the other (1 —~)d elements
capture temporal features. ATiSE (Xu et al., 2019)
is another popular TEE that adds time information
into entity/relation representations by using addi-
tive time series decomposition, where the entity
representation is defined as

e MSE (1) = e; + e, Wit )
+ B, sin(2rw,;t) + N (0, Xe,).

The term e; -+, we,t is the trend component where
the coefficient denotes the evolutionary rates, and
the vector w,, represents the corresponding evo-
lutionary direction. 3, sin(27wwe;t) is the corre-
sponding seasonal component, and the Gaussian
noise term N (0, X,) denotes the random compo-
nent. In principle, other temporal embedding ap-
proaches can also be converted into a probabilistic
approach by adding Gaussian noise. Thus, to fairly
compare with other temporal embeddings and sim-
plify our study, we do not take the noise term into
account. The representation of relations in ATiSE
is also time-dependent and defined similarly to the
entity representation.

A representative of DTRs is the TA-approach
(Garcia-Duran et al., 2018) that utilizes recurrent
neural networks to learn time-aware representa-
tions of relations. Specifically, the relation rep-
resentation is obtained by r74(t) = LST M (r,t),
where the timestamp (date) ¢ is tokenized into digits
(year, month, and day). The sequence of tempo-
ral tokens and the relation r is used as input to the
LSTM. In addition to the five PEs mentioned above,
we propose a new TEE where we learn a unique
temporal embedding function for all entities to in-
vestigate the overfitting problem of DE. We refer
to it as UTEE, which is defined as follows:

UTEE (\in] = alrl i1 <n <
i (t)[n] {a[n] sin(wn]t + b[n]) else.

where the amplitude vector a, frequency vector w,
and bias b are identical for all entities.

2.2.2 Score Functions

A large number of score functions have been devel-
oped for the KG completion task. A class of these
models is the translation-based approaches corre-
sponding to variations of TransE (Bordes et al.,

2013; Wang et al., 2014; Nguyen et al., 2016)
that models relations as a translation of subject
to object embeddings, i.e., sTTE ey, 7 e,) =
—||es + r — e,]|2. Another line of work is bilinear
score functions (Nickel et al., 2011; Yang et al.,
2014; Trouillon et al., 2016; Kazemi and Poole,
2018) that define product-based functions over
embeddings, i.e., sPFSCAL(e 1 e,) = e/ Re,,
where relation matrix R € R?*? contain weights
r;,; that capture the interaction between the i-th
latent factor of e, and the j-th latent factor of e,.
Among the bilinear models, SimplE (Kazemi and
Poole, 2018) a simple yet fully expressive model
that represents each entity e; € £ by two vectors
e; s and e; ,. Depending on whether e; partici-
pates in a triple as the subject or object entity, ei-
ther e; 5 or e;, is used. To address the indepen-
dence of the two vectors for each entity, SimplE
takes advantage of reciprocal relations and uses
3((eis:T,€j0) + (€5, 171, €;,)) as the score of
(ei, 7, €;), where 7! is the reciprocal relation of .

In the rest of the paper, we examine the above
six temporal embeddings in terms of the two repre-
sentative score functions (TransE and SimplE) on
two benchmark tKG datasets. We refer to a specific
combination of temporal embedding approach and
score function as an interaction model.

2.3 Reciprocal Relations

Lacroix et al. (2018) and Dettmers et al. (2018) in-
troduced the use of reciprocal relation for training
knowledge graph embeddings. For every quadruple
(es,7, €0, ) in the dataset, we add (e,, 7}, e, 1),
where 7! denotes the reciprocal relation of 7. The
idea of reciprocal relations is to use separate scor-
ing functions for object prediction and subject pre-
diction. Reciprocal relations can help translation-
based approaches model symmetric patterns and
help bilinear approaches model anti-symmetric and
inverse patterns (Kazemi and Poole, 2018).

2.4 Related Work

Previous benchmarking studies (Kadlec et al.,
2017; Akrami et al., 2020; Rossi et al., 2021) only
focus on static knowledge graph models. For ex-
ample, Ruffinelli et al. (2020) and Ali et al. (2020)
realize a fair benchmarking by re-implementing
static KGE models and performing an extensive
empirical study with a massive search space. How-
ever, they do not take temporal knowledge graph
models into account. To this end, we provide a
unified framework that covers relevant tK GE mod-
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els and investigate the influence of temporal em-
beddings on model performance as well as other
components. To the best of our knowledge, this is
the first benchmarking study for tKGE models.

3 Experimental Study

In this section, we first introduce the design of
our unified framework that enables us to evaluate
a large set of different combinations of interac-
tion models, loss functions, regularization methods,
the usage of of explicitly modeling reciprocal rela-
tions and position-aware entity embeddings. Then
we split our experimental study into two parts. In
the first part, we examine six temporal embedding
methods combined with two representative score
functions by performing an extensive set of exper-
iments using advanced training strategies and a
wide range of hyperparameter settings via the uni-
fied framework. In the second part, we re-evaluate
various well-known tKG models from prior studies.
We provide evidence that several old tKG models
can obtain results competitive to or even better than
the SOTA when configured carefully. We present
the best configuration of each model and report its
best performance on each benchmark that future
research can directly use for comparison.

3.1 Composable Unified Framework

In the proposed framework, a tKGE model is con-
sidered as a composition of six modules that can
flexibly be combined: a temporal embedding layer,
a static embedding layer, a score function, a loss
function, a regularization method, and the usage
of reciprocal relations. In particular, the frame-
work can automatically optimize the embedding
method: the temporal embeddings can be either
combined with entity embeddings or relation em-
beddings or both; there are different ways to com-
bine static embeddings and temporal embeddings,
i.e., addition, concatenation and element-wise mul-
tiplication. The framework supports six temporal
embedding approaches as introduced in Section
2.2.1, seven score functions, i.e., TransE(Bordes
et al., 2013), SimplE(Kazemi and Poole, 2018),
DistMult(Yang et al., 2014), three loss functions
(MR, CE, and BCE), four regularization methods
(L1/L2/L3-norm , and dropout), and two initializa-
tion methods (Xavier uniform and Xavier normal).
For interaction models with TEs, a smoothness reg-
ularization for timestamp embeddings is applied,
enforcing neighboring timestamps to have close

representations (Lacroix et al., 2020). Additionally,
Kazemi and Poole (2018) distinguished an entity
between as a head or as a tail entity and learns
two embeddings for each entity, which we term
position-aware entity embedding and extend to all
interaction models. Position-aware entity embed-
dings can enhance the model’s expressiveness. For
example, it can help Distmult (Yang et al., 2014) to
model anti-symmetric relations: without it, all rela-
tions are enforced to be symmetric since (h, 7, ¢, T)
and (t,r, h, T) share the same score regardless of
properties of .

3.2 Experimental Setup

Datasets Integrated Crisis Early Warning Sys-
tem (ICEWS) (Boschee et al., 2015) dataset has
established itself in the research community as rep-
resentative samples of tKGs and has been widely
applied in recent tKG studies. The ICEWS dataset
contains information about political events with
specific time annotations, e.g. (Barack Obama,
visit, India, 2010-11-06). We apply our model
on two subsets of the ICEWS dataset: ICEWS14
contains events in 2014, and ICEWS11-14 corre-
sponds to the facts between 2011 to 2014. Besides,
we also used a subset of the Global Database of
Events, Language, and Tone (GDELT) (Leetaru
and Schrodt, 2013) dataset as a benchmark. To
make the extensive configuration search feasible,
we extracted a subset named GDELT-m10 consist-
ing of factual events in October, 2015. The statis-
tics and further details are provided in Appendix
C.

Hyperparameters We used a large hyperpa-
rameter search space to ensure that suitable
hyperparameters for each model can be cov-
ered. We consider seven embedding dimensions
{64,100, 128,256,512, 1024, 2048}. The learn-
ing rate can be randomly selected from (0,0.1].
We use separate weights for regularization of em-
beddings of entities, relations, and timestamps. A
detailed report of the search space is provided in
Appendix B.

Interaction models In the first part, we evaluate
six temporal embedding methods combined with
two representative score functions. The formulas of
these twelve interaction models are listed in Table
1. Additionally, we select DE-SimplE/TransE(Goel
et al., 2019), TNTComplEx(Lacroix et al., 2020),
ATiSE(Xu et al.,, 2019), TTransE(Leblay and
Chekol, 2018), TA-TransE (Garcia-Duran et al.,
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Table 1: Formulas of a given quadruple (e;, 7, e;,t).

e; s denotes the embedding of e; when the entity is the

subject while e; , denotes the embedding of e; when the entity is the object. In comparison, e; represents the
shared embedding of entity e; for both subject and object. t, r represent the embedding of timestamp ¢ and relation
r, respectively. L represents the projection operator. €;(t) denotes the temporal embedding of e; at ¢.

Temporal Embeddings ‘ TransE SimplE

T lle; +r+t—ej L({es,s. 1.t 50) + (&), 7Lt €5 0))

DE lleP"(t) +r —eP®(t)| 3((€PF(1),r, el 7 (1) + (PP (). x ", el 7 (1))

UTEE lef TEE() +r — efTEE () | 3((elTPE(). x, efTPE (1) + (TP (1), r 7 ef[TPE (1))

HyTE lei Lwe+r Lw—e;j L w 1((ei,s Lwsr Lwpejo L w4+ (ejs Lwe,r Lw e, L wy))
ATISE HelATiSE(t) + rA’[iSE(w _ e}ATiSE (ﬂ” %((eA?iSE(t)’ rATiSE(t), e;?g‘iSE(t)) + (e}-‘i’;l,‘zSE(f,), r—l,ATiSE(t), efg‘iSE(t»)
TA llei +r74(t) — el 3((eis, t7A(), €50) + (), t 1 TA(1), €40))

2018), and HyTE (Dasgupta et al., 2018) for the
second part of our study, which are the most famous
tKGE models.

Evaluation All models are evaluated on link pre-
diction task. For each test quadruple (s, 7, 0,t), we
create a subject prediction query (7,7, 0,t) and an
object prediction query (s, ,?,t). Taking the ob-
ject prediction as an example, all entities e¢; € £
are ranked according to the score s(s,r, e;,t). We
filter from the candidate list all the entities but the
ground truth that form a valid quadruple with s, 7,
and ¢, i.e., the quadruple occurs either in the train-
ing, validation, or test data. We report filtered Mean
Reciprocal Ranks (MRR) and Hits@1, 3, 10 aver-
aged over subject prediction and object prediction.
For detailed definitions please see Appendix A.

Computational resources and model selection.
We perform large-scale benchmarking with about
4000 experiments and 19000 GPU hours of com-
putation time. All experiments are run on NVIDIA
Tesla T4. For each dataset and interaction model,
we first randomly generate 40 different configura-
tions from the search space using the Ax frame-
work?. After the random hyperparameter search,
we search 60 new configurations based on Bayesian
optimization to tune the numerical hyperparame-
ters further. Each trial runs for 100 epochs, and
an early stopping strategy with a patience of 30
epochs is employed. We select the best-performing
configuration according to filtered MRR on vali-
dation data. The best configuration will be further
trained until its convergence.

3.3 Examining Temporal Embeddings

Performance in prior studies vs. in our study.
Table 3 shows the filtered MRR and filtered

“https://ax.dev/

Table 2: Selected hyperparameters of best performing
configurations of selected tKG models on ICEWS14.
A full description of hyperparameters are reported in
Table 12 in the appendix.

‘TTransE T-SimplE DE-TransE DE-SimplE

Emb. size 512 256 256 128
Ir. Te-3 9e-3 2e-3 4e-3
loss CE CE CE BCE
Reciprocal Yes Yes Yes Yes
Position-aware ent. emb. Yes Yes Yes Yes

Hits@1/3/10 on test data of various temporal em-
beddings on ICEWS14 and ICEWS11-14 datasets.
We found that the relative performance differences
between various temporal embeddings often shrink
and sometimes even reverse compared to published
results. For example, T-TransE was first run on
ICEWS14 by (Garcia-Duran et al., 2018), achiev-
ing a filtered MRR of 25.5%. This number is
relatively low compared to today’s standards. In
comparison, T-TransE achieves a superior MRR
of 55.3% in our study, which has been improved
significantly. Studies that report the lower per-
formance number of T-TransE (i.e., 25.5%) thus
do not fairly compare the temporal embedding ap-
proaches. Similar remarks hold for DE-TransE and
HyTE-TransE. (Goel et al., 2019) proposed DE-
TransE and report an MRR of 32.6% on ICEWS14
while it achieves an MRR of 50.8 % in our study.
Similarly, the achieved MRR of HyTE-TransE
on ICEWS14 is 42.9% in our study, which sig-
nificantly improves the reported results (29.7%)
in previous studies (Goel et al., 2019; Sadeghian
et al., 2021). The results suggest that the perfor-
mance of old temporal embedding approaches can
be largely improved by advanced training strate-
gies and hyperparameter-tuning, which may ac-
count for a large fraction of the progress made in
recent years. Figure 1 shows the distribution of
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Table 3: Link prediction results of six temporal embedding approaches with two representative score functions on
ICEWS datasets: MRR (%) and Hits@1/3/10 (%). The best results in group are in bold.

| ICEWS11-14

‘ TransE ‘ SimplE

Temporal Embeddings ‘ MRR Hits@] Hits@3 Hits@10 ‘ MRR Hits@1 Hits@3 Hits@10 ‘ MRR Hits@1 Hits@3 Hits@10 ‘ MRR

Hits@! Hits@3 Hits@10

Dataset | ICEWS14

Score function ‘ TransE ‘ SimplE
T 55.3 43.7 62.7 76.5 539 43.9 59.4
DE 50.8 38.7 59.0 724 539 425 61.2
UTEE 52.6 40.5 60.3 74.7 537 425 60.8
HyTE 479 358 54.1 71.8 523 419 58.9
ATiSE 47.1 347 53.8 712 46.6 34.7 534
TA 223 14.4 25.0 375 37.1 253 422

73.0 57.8 46.0 65.5 79.5 60.2 51.3 65.2 75.5

74.6 54.1 42.1 60.9 77.1 54.2 423 61.0 67.8
74.8 55.2 43.0 63.3 71.5 56.1 452 62.9 76.4
71.4 48.2 36.3 54.1 72.0 549 43.1 61.7 774
69.7 51.0 38.8 57.7 745 49.3 375 56.1 722

61.4 26.3 183 28.6 43.0 334 24.0 37.6 51.2

Table 4: Link prediction results of six temporal em-
bedding approaches with two representative score func-
tions on the GDELT-m10 dataset: MRR (%) and
Hits@1/3/10 (%). The best results in group are in bold.

Dataset | GDELT-m10

Score function ‘ TransE ‘ SimplE

Temporal Embeddings ‘ MRR Hits@l Hits@3 Hits@10 ‘ MRR Hits@l Hits@3 Hits@10
T 316 227 34.0 48.9 30.8 21.6 335 48.8
DE 259 17.1 28.1 43.0 344 249 375 53.0
UTEE 26.1 16.9 28.3 44.1 28.5 18.9 30.9 474
HyTE 30.8 21.9 332 483 27.4 17.8 29.9 46.9
ATiSE 25.3 16.7 27.3 421 29.6 20.6 322 473

TA 11.6 1.0 16.1 29.8 19.9 12.4 21.1 34.3

filtered MRR for each model on ICEWS14. Each
distribution consists of 100 different hyperparam-
eter configurations. We can see that some models
show a wide dispersion, and only very few configu-
rations achieve good results. Generally, the impact
of the hyperparameter choice is more pronounced
on TransE-based models (higher variance) than on
SimplE-based models. The hyperparameters of
the best performing models are reported in Table
2 (selected hyperparameters) and Table 12 in the
appendix (all parameters). Perhaps unsurprisingly,
we find that the optimum choice of hyperparame-
ters is often model- and dataset-dependent. Thus, a
grid search on a small search space is not suitable
to compare model performance because the result
may be considerably affected by the specific grid
points being used. Besides, we find that the use
of reciprocal relations (RR) and position-aware
entity embeddings (PEE) often improve model per-
formance. To investigate their impacts, we conduct
ablation studies where we do not use RR (or PEE)
and keep other hyperparameters same to the best
configuration. We report the reduction of filtered
metrics in Table 5, which confirms our findings.

TE vs. TEE Since the timestamp embeddings
(TE) are independent of entities, they can only cap-
ture global patterns at each timestamp. In com-
parison, the time-dependent entity embedding ap-
proaches (DE, ATiSE) learn entity-specific tempo-
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Figure 1: Distribution of filtered MRR (%) on

ICEWS14 over the hyperparameter configurations ex-
plored in our study.

ral functions (e.g., frequency, amplitude, etc.) as
shown in Equation 1 and 2. The time-dependent
entity embeddings are expected to capture entity-
specific temporal features, and thus, being more
expressive. However, we see that the simple
timestamp embedding approach (T) proposed by
(Leblay and Chekol, 2018) achieves overall the
best performance. In particular, it outperforms
the time-dependent entity embedding approaches
(DE, ATiSE), which is in contrast to the common
belief. Table 6 provides the number of learnable
parameters of each model, showing that the inter-
action model with timestamp embeddings (T) has
significantly fewer model parameters than time-
dependent entity embeddings (DE, ATiSE). We
argue that the existing time-dependent entity em-
beddings are overfitting to temporal signals. To
this end, we propose the unique time-dependent en-
tity embeddings (UTEE), where we learn a unique
(global) entity embedding function for all entities to
investigate the overfitting problem of DE. In other
words, all entities have the same temporal embed-
ding part. Notably, the model parameter of DE is
often more than three times than UTEE. As shown
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Table 5: Impact of reciprocal relations and position-aware entity embeddings on ICEWS14. The number in paren-
thesis shows the performance reduction if the best configuration doesn’t use the reciprocal relation or position-

aware embeddings.

with/without reciprocal relation

with/without position-aware entity embeddings

Models MRR(%) Hits@1(%) Hits@3(%) Hits@10(%) MRR(%) Hits@1(%) Hits@3(%) Hits@10(%)
T-TransE 51.7(-3.6) 39.4(-43)  59.1(-3.6) 75.0(-1.5)  31.2(-24.1) 10.6(-33.1) 44.8(-17.9)  68.4(-8.1)
HyTE-TransE  40.1(-7.0)  28.4(-9.9) 44.9(-12.2)  64.3(-7.7)  27.7(-19.4) 9.6(-32.3)  38.2(-20.7)  62.2(-7.5)
HyTE-SimplE  41.2(-11.1) 28.9(-13.0) 47.3(-11.6)  65.4(-4.3) 51.2(-1.1)  40.9(-1.0)  57.7(-1.2) 70.2(-1.2)

in Table 3, the UTEE achieves competitive or even
better performance with both translation-based and
bilinear score functions on both datasets. Addi-
tionally, Table 4 shows the evaluation metrics on
the GDELT-m10 dataset. Compared to the ICEWS
datasets, the number of entities and relations on
GDELT-m10 is much fewer while the amount of
timestamped edges is about three times more than
the ICEWS14 dataset. Thus, the data sparsity is-
sue is alleviated in the GDELT-m10 dataset. Since
TEE approaches need dense data for training, their
performance has been improved on the GDELT-
m10 dataset, which is better than TEs. The results
suggest that even though DE has theoretical full
expressiveness and provides more freedom degrees
of the temporal movements of each entity represen-
tation, their performance would deteriorate signifi-
cantly on sparse data. We tried to add regularization
to entity-specific parameters, e.g., amplitude and
frequency, and adjust the portion v of the tempo-
ral embeddings. However, there are no significant
improvements. Thus, the time-dependent entity
embeddings need to be revisited to realize their
theoretical expressiveness.

Table 6: Model parameters number: million (M).

Dataset ICEWS14 ICEWS11-14 GDELT-m10

Score function TransE SimplE TransE SimplE TransE SimplE
T 7.72M  386M  7.89M  394M  0.55M  0.55M
UTEE 7.54M  377TM  2857M  7.14M  0.55M  0.55M
DE 162M  12.0IM 1845M 14.6M 0.82M 2.11M
HyTE 3.86M  3.86M 1.54M  394M 0.55M 0.27M
ATiSE 189M  472M  894M  698M  0.67M  0.67TM
TA 0.78M  0.78M 0.5M 0.5M 022M  0.22M

Findings on other temporal embeddings. Be-
sides, we find HyTE is sensitive to the choice of
score functions. With the translation-based score
function (TransE), HyTE only achieves a relatively
low number by today’s standards while it obtains
a competitive number with the bilinear score func-
tion (SimplE). This suggests that the score function
has a considerable impact on model performance
and may account for a large fraction of the progress.

Thus, if a new temporal embedding technique is
proposed, it should be evaluated on different score
functions to assess its benefits. Additionally, we see
that the TA-approach (Garcia-Durén et al., 2018)
achieves overall relatively low numbers by today’s
standards, showing its limited capacity. Moreover,
we find that the performance of ATiSE consider-
ably deteriorates in our study compared to the prior
study. The difference is that we do not cover the
Gaussian noise component in our study. This result
suggests that taking temporal uncertainty into ac-
count would significantly improve the tKG models.
Thus, it is worth extending other deterministic KG
models into probabilistic approaches.

3.4 Benchmarking tKGE Models

Table 7: Link prediction results of well-known tKG
models on ICEWS14. The number outside the paren-
theses is the performance achieved in our study. The
number in the parentheses is the best performance
results obtained in prior studies. We list the refer-
ences indicate where the performance number was
reported: TTransE/TA-TransE (Garcia-Durédn et al.,
2018), HyTE/DE-TransE/DE-SimplE (Goel et al,
2019), TNTComplEx (Lacroix et al., 2020), ATiSE
(Xu et al., 2019). For ATiSE and HyTE, we use the
same score function (KL divergence and TransE, re-
spectively) as reported in their original papers.

Models MRR (%) Hits@1 (%) Hits@10 (%)
TTransE 55.3(25.5) 43.7(7.4)  76.5(60.1)
HyTE 47.9(29.7) 35.8(10.8)  71.8(65.5)
DE-TransE 50.8(32.6) 38.7(12.4)  72.4(68.6)
DE-SimplE  53.9(52.6) 42.5(41.8)  74.6(72.5)
ATiSE 55.1(55.0) 42.5(43.6)  75.0(75.0)
TNTComplEx  60.6(62)  51.6(52) 77.3(76)
TA-TransE 26.3(27.5)  18.3(9.5)  43.0(62.5)

Table 7 depicts the best performance of well-
known tKGE models from prior studies (numbers
in the parentheses) and that found in our study
(numbers outside the parentheses). The configu-
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ration of the best performing models are reported
in Table 13 in the appendix. First, we find that
the performance of a single model can vary wildly
across studies. For example, DE-TransE, T-TransE,
and HyTE have been significantly improved using
advanced training strategies and hyperparameter-
tuning. Besides, we see that some recent models
cannot consistently outperform old models in con-
trast to the conclusion in prior studies. In particular,
T-TransE, which constitutes one of the first tKGE
models, achieves results competitive to advanced
models, i.e., ATiSE and DE-SimplE, in our study.
Even compared to TNTComplEx, which is a very
large models with 25.12 million learnable parame-
ters (3 times more than TTransE), the performance
difference is not large. We provide explanation for
the performance gap between our study and prior
study regarding TA-TransE and TNTComplEx in
Appendix D.

4 Conclusion

We assess well-known temporal embeddings of
tKGE models via an extensive experimental study.
We found that when trained appropriately, the naive
timestamp embedding approach performs simi-
larly or even outperforms the more advanced time-
dependent entity embedding (TEE) approaches,
which is in contrast to the results in prior stud-
ies. We contribute to the community in at least
two ways: i) we provide a unified framework to
enable an insightful assessment for novel temporal
embedding approaches; i7) reveal the weakness of
TEE approaches.
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Figure 2: Exemplary temporal KG: nodes represent
entities and edges their respective relations.

Appendix

Table 8: Link prediction results of well-known tem-
poral KG models on ICEWS11-14: MRR (%) and
Hits@1/3/10 (%).

Models MRR Hits@1 Hits@3 Hits@10
TTransE 57.8 46.0 65.5 79.5
HyTE 49.8 37.6 56.2 74.0
DE-TransE 54.1 42.1 60.9 77.1
DE-SimplE 54.2 423 61.0 67.8
TNTComplEx  63.5 55.4 68.5 78.8
ATiSE 53.3 40.3 61.4 77.9

A Evaluation Metrics

For each test quadruple (e, 7, €,,t), We create a
subject prediction query (7,7, e,, t) and an object
prediction query (es, 7, 7, t). Let ¢, and 1., rep-
resent the rank for ground truth subject e; and
ground truth object e, of the subject prediction
query and object prediction query, respectively.
We evaluate our models using standard metrics
across the link prediction literature: mean recipro-
cal rank (MRR): m qugtest(ﬁes + ﬁ‘io) and
HitsQk(k € {1,3,10}): the percentage of times
that the true entity candidate appears in the top &
of ranked candidates.

There are two common filtering settings. The
first one is following the ranking technique de-
scribed in (Bordes et al., 2013), where we remove
from the list of corrupted triples all the triples that
appear either in the training, validation, or test set.
We name it static filtering. Trivedi et al. (2017), Jin
et al. (2019), and Zhu et al. (2020) use this filtering
setting for reporting their results on temporal KG
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Figure 3: Distribution of filtered MRR (%) on
ICEWSI11-14 over the hyperparameter configurations
explored in our study.

forecasting. However, this filtering setting is not
appropriate for evaluating the link prediction on
temporal KGs. For example, there is a test quadru-
ple (Barack Obama, visit, India, 2015-01-25), and
we perform the object prediction (Barack Obama,
visit, 7, 2015-01-25). We have observed the quadru-
ple (Barack Obama, visit, Germany, 2013-01-18)
in training set. According to the static filtering,
(Barack Obama, visit, Germany) will be considered
as a genuine triple at the timestamp 2015-01-25
and will be filtered out because the triple (Barack
Obama, visit, Germany) appears in the training set
in the quadruple (Barack Obama, visit, Germany,
2015-01-18). However, the triple (Barack Obama,
visit, Germany) is only temporally valid on 2013-
01-18 but not on 2015-01-25. To this end, another
filtering scheme was introduced, which is more ap-
propriate for the link forecasting task on temporal
KGs. We name it time-aware filtering. In this case,
we only filter out the triples that are genuine at
the timestamp of the query. In other words, if the
triple (Barack Obama, visit, Germany) does not
appear at the query time of 2015-01-25, the quadru-
ple (Barack Obama, visit, Germany, 2015-01-25)
is considered as corrupted. In this paper, we focus
on time-aware filtering.

B Additional Information of
Hyperparameter Search Space

Loss functions Various loss functions are used
in training temporal knowledge graphs. Dasgupta
et al. (2018); Leblay and Chekol (2018) used mar-
gin ranking (MR) loss for training, where each pair
consists of a positive quadruple and one of its neg-
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ative quadruple. The margin 7 is a hyperparameter.
Goel et al. (2019); Garcia-Duran et al. (2018) treat
the entity prediction task as a categorical classifi-
cation problem and utilize the cross entropy (CE)
loss to align the model distribution and the data dis-
tribution. Han et al. (2020a) proposed to use binary
cross entropy (BCE) loss that applies a sigmoid
function to the score of each positive or negative
quadruples and takes the cross entropy between
the resulting probability and that quadruple’s label
as the loss. It has been shown in (Ruffinelli et al.,
2020; Mohamed et al., 2019) that the loss func-
tion has a significant impact on the performance
of static KGE models. To provide additional ev-
idence on temporal KGE models, we search the
best choice of loss functions for each model on
each dataset.

Regularization methods L2 regularization is
widely used in literature (Leblay and Chekol, 2018).
Besides, (Dasgupta et al., 2018) proposed to use L1-
norm in the regularization term. And (Lacroix et al.,
2020) used L3-norm for CP-decomposition. Addi-
tionally, (Lacroix et al., 2020) proposed a smooth-
ness regularization for timestamp embeddings that
enforce neighboring timestamps to have close rep-
resentations. Moreover, (Goel et al., 2019) used
dropout in its hidden layers. AiTSE normalized the
static embeddings e;, the trend component w,, to
unit norm after each update.

Other hyperparameters For models with di-
achronic entity embedding as its temporal encoding
heads, we extend the static feature ratio as an ex-
tra searchable hyperparameter. The negative sam-
ple ratio of the negative sampling policy is 500.
Namely, for each positive sample (s, p, o, t), we
corrupt the subject and object entity via uniformly
sampling from T, where T' = {(s',p,0,t)|s' €
E\s} U ({(¢,p,0,t)|t' € E\o}. We set our batch
size to be 512. Besides, since Adam (Kingma and
Ba, 2014) optimizer performs well for the major-
ity of the models (Ali et al., 2020), we decided to
progress only with Adam in order to reduce the
computational costs. Additionally, for translational
models, we set the margin ~y to be 100 in the score
function.

C Datasets

Dataset statistics including subset split information
are described in Table 11. We follow the data pre-
processing method used in the original papers. For

Table 9: The average runtime of each training epoch:
seconds (s).

Dataset ICEWS14 ICEWS11-14 GDELT-m10
Score function TransE SimplE TransE SimplE TransE SimplE
T- 99s 64s 80s 105s 290s 321s
UTEE- 128s 75s 450s 262s 1230s 638s
DE- 196s 145s 375s 302s 438s 518s
HyTE- 208s 212s 146s 105s 360s 382s
ATiSE- 317s 75s 212s 175s 380s 390s
TA- 730s 365s 730s 365s 2696s 3751s

example, DE-SimplE (Goel et al., 2019) takes the
date (day/month/year) as timestamp input while
AITSE (Xu et al., 2019) converts dates into consec-
utive integers.

D Reproducibility Studies

We were not able to reproduce the results of TA-
TransE on ICEWS14. A reason might be differ-
ences in the implementation details of the frame-
works used to train and evaluate the models. Since
there exists no official implementation for TA-
TransE, it is not possible to check the implementa-
tion difference. Also, Garcia-Duran et al. (2018)
did not report the full setup, which impedes the
reproduction of results. For example, the regular-
ization method and initialization method have not
been reported, which can have a significant effect
on the results.

Lacroix et al. (2020) provides an official imple-
mentation of TNTComplEx. However, we were
not able to reproduce the same metric number as
reported in their paper. Similarly, Sadeghian et al.
(2021) also did not successfully reproduce the re-
sults of TNTComplEx. The initialization of the
embeddings might be a reason.

E Average Runtime of each Approach

Table 9 shows the average runtime of each training
epoch for each interaction model.
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Table 10: Hyperparameter search space used in our study.

Hyperparameter

Search space

Embedding
Embedding dimension
Embedding initialization
Training
Reciprocal relation
Position-aware entity embeddings

{64, 100, 128, 256, 512, 1024, 2048 }
{Xavier Uniform, Xavier Normal }

{True, False}
{True, False}

Loss function {CE, BCE, MR}
Learning rate (0.0, 0.1]
Regularization
Entity regularization type {None, L1, L2, L3}
Entity regularization weight (0.0, 0.1]
Relation regularization type {None, L1, L2, L3}
Relation regularization weight (0.0, 0.1]
Timestamp smoothness regularization weight (0.0, 0.1]
Dropout [0.0, 0.6]
Data set Nirain  Nyatid  Ntest Nret Ntimestamp Time granularity

ICEWS14 72826 8941 8963
ICEWSI11-14 118766 14859 14756 6738
GDELT-m10 221132 27608 27926

230 365 day
235 1461 day
20 30 day

Table 11: Dataset Statistics
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