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Abstract

We consider the problem of multilingual un-
supervised machine translation, translating to
and from languages that only have monolin-
gual data by using auxiliary parallel language
pairs. For this problem the standard proce-
dure so far to leverage the monolingual data
is back-translation, which is computationally
costly and hard to tune.

In this paper we propose instead to use denois-
ing adapters, adapter layers with a denoising
objective, on top of pre-trained mBART-50. In
addition to the modularity and flexibility of
such an approach we show that the resulting
translations are on-par with back-translating as
measured by BLEU, and furthermore it allows
adding unseen languages incrementally.

1 Introduction

Two major trends have in the last years provided
surprising and exciting new avenues in Neural Ma-
chine Translation (NMT). First, Multilingual Neu-
ral Machine Translation (Firat et al., 2016; Ha et al.,
2016; Johnson et al., 2017; Aharoni et al., 2019)
has achieved impressive results on large-scale mul-
tilingual benchmarks with diverse sets of language
pairs. It has the advantage of resulting in only
one model to maintain, as well as benefiting from
cross-lingual knowledge transfer. Second, Unsuper-
vised Neural Machine Translation (UNMT) (Lam-
ple et al., 2018; Artetxe et al., 2018) allows to train
translation systems from monolingual data only.
Training bilingual UNMT systems (Conneau and
Lample, 2019; Artetxe et al., 2019) often assume
high-quality in-domain monolingual data and is
mostly limited to resource-rich languages. In ad-
dition to the pretraining and the denoising auto-
encoding, they require one or more expensive steps
of back-translation (Sennrich et al., 2016) in order
to create an artificial parallel training corpus.

*Work done during an internship at NAVER LABS Eu-
rope.

Figure 1: Overview of our multilingual unsupervised
NMT setup where dashed lines indicate 17 unsuper-
vised languages without parallel data (zz,) and full
lines indicate 19 auxiliary languages with parallel data
for training (xx,). Adapted from Garcia et al. (2021).

Multilingual UNMT aims at combining these
two trends. As depicted in Fig 1, some auxil-
iary languages have access to parallel data paired
with English (en <+ zx1), while unsupervised lan-
guages only have monolingual data (zz1). The goal
of such an approach is to make use of the auxil-
iary parallel data to learn the translation task and
hopefully transfer this task knowledge to the unsu-
pervised languages. The end model should be able
to translate to/from English in both the auxiliary
and unsupervised languages.

This setting has only been addressed very re-
cently (Sun et al., 2020; Liu et al., 2020; Wang
et al., 2021; Garcia et al., 2021). However all cur-
rent approaches rely on back-translation, either of-
fline or online. This is computationally costly and
it requires a lot of engineering effort when applied
to large-scale setups.

In this paper, we propose a 2-step approach
based on denoising adapters that enable modu-
lar multilingual unsupervised NMT without back-
translation. Our approach combines monolingual
denoising adapters with multilingual transfer learn-
ing on auxiliary parallel data. More precisely our
denoising adapters are lightweight adapter mod-
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ules inserted into multilingual BART (Liu et al.,
2020, mBART) and trained with a denoising ob-
jective on monolingual data for each language sep-
arately. The first step, i.e. monolingual training,
allows learning of language-specific encoding and
decoding through adapter modules which can eas-
ily be composed with other languages’ adapters for
translation. The second step transfers mBART to
multilingual UNMT by plugging in our denoising
adapters and then fine-tuning cross-attention with
auxiliary parallel data. Our approach also allows
extending mBART with new languages which are
not included in pretraining as shown in Sect. 6.1.
This means that denoising adapters can be trained
incrementally after mBART fine-tuning to add any
new language to the existing setup.

In our experiments, we train denoising adapters
for 17 diverse unsupervised languages together
with 20 auxiliary languages and evaluate the fi-
nal model on TED talks (Qi et al., 2018). Our
results show that our approach is on par with back-
translation for a majority of languages while be-
ing more modular and efficient. Moreover, using
denoising adapters jointly with back-translation
further improves unsupervised translation perfor-
mance.

Contributions In summary, we make the fol-
lowing contributions: 1) We propose denoising
adapters, monolingually-trained adapter layers to
leverage monolingual data for unsupervised ma-
chine translation. 2) We introduce a 2-step ap-
proach for multilingual UNMT using denoising
adapters and multilingual fine-tuning of mBART’s
cross-attention with auxiliary parallel data. 3) We
conduct experiments on a large set of language
pairs showing effectiveness of denoising adapters
with and without back-translation. 4) Finally, we
provide further analysis to the use of denoising
adapters such as extending mBART with com-
pletely new languages.

2 Background

2.1 mBART fine-tuning for translation

Multilingual BART, mBART (Liu et al., 2020), is
a Transformer-based sequence-to-sequence model
that consists of an encoder and an autoregressive
decoder (hence Bidirectional and Auto-Regressive
Transformer). It is pretrained by reconstructing,
i.e. denoising the original text from a noisy version
corrupted with a set of noising functions. Although

in the original BART (Lewis et al., 2020), several
noising functions were introduced such as token
masking, token deletion, word-span masking, sen-
tence permutation and document rotation; mBART
uses only text infilling (which is based on span
masking) and sentence permutation. Architecture-
wise, mBART is a Transformer model (Vaswani
et al., 2017) with 12 encoder and 12 decoder layers
with hidden dimension of 1024 and 16 attention
heads. It has a large multilingual vocabulary of
250k tokens obtained from 100 languages. To fine-
tune mBART to machine translation, the weights of
the pretrained model are loaded and all parameters
are trained with parallel data either in a bilingual
(Liu et al., 2020) or a multilingual setup (Stickland
et al., 2021; Tang et al., 2020) to leverage the full
capacity of multilingual pretraining.

In our experiments we use mBART-50! (Tang
et al., 2020), which is pretrained on 50 different lan-
guages, as both the parent model for our adapters
and as a strong baseline for multilingual MT fine-
tuning.

2.2 Adapters for MT

Adapter modules (Houlsby et al., 2019), or simply
adapters, are designed to adapt a large pretrained
model to a downstream task with lightweight resid-
ual layers (Rebuffi et al., 2018) that are inserted
into each layer of the model. The adapter layers
are trained on the downstream task’s data while
keeping the parameters of the original pretrained
model (the parent model) frozen. This allows a
high degree of parameter sharing and avoids catas-
trophic forgetting of the knowledge learned dur-
ing pretraining. Adapters have mainly been used
for parameter-efficient fine-tuning (Houlsby et al.,
2019; Stickland and Murray, 2019) but they have
also been used to learn language-specific informa-
tion within a multilingual pretrained model in zero-
shot settings (Ustiin et al., 2020). Similar to our
work, Pfeiffer et al. (2020) have proposed to learn
language and task adapters via masked language
modelling and target task objective respectively to
combine them for cross-lingual transfer. However,
unlike our approach, they trained adapters for trans-
fer learning from one language to another but not
in a multilingual setup. Moreover, they focus on
sequence classification tasks, which highly differ
from sequence-to-sequence tasks such as MT. Our

"To simplify notation we will refer to mBART-50 as
mBART
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work instead proposes a fully multilingual transfer
learning method for unsupervised MT that requires
composition of encoder and decoder adapters.

In machine translation, Bapna and Firat (2019)
proposed bilingual adapters for improving a pre-
trained multilingual MT model or for domain adap-
tation whereas Philip et al. (2020) trained language-
specific adapters in a multilingual MT setup with
a focus on zero-shot MT performance. Finally,
Stickland et al. (2021) use language-agnostic task
adapters for fine-tuning BART and mBART to bilin-
gual and multilingual MT. However, none of these
approaches are directly applicable for unsupervised
MT task as they train language or task-specific
adapters on parallel data.

2.3 Multilingual Unsupervised NMT

We define Multilingual UNMT as the problem of
learning both from parallel data centered in one
language (English) and monolingual data for trans-
lating between the centre language and any of the
provided languages. Prior work (Sen et al., 2019;
Sun et al., 2020) trained a single shared model for
multiple language pairs by using a denoising auto-
encoder and back-translation. Sun et al. (2020) also
proposed to use knowledge distillation to enhance
multilingual unsupervised translation. Another line
of research (Wang et al., 2021; Li et al., 2020;
Garcia et al., 2021) has explored the use of auxil-
iary parallel data in a multilingual UNMT setting.
These studies employ a standard two-stage training
schema (Conneau and Lample, 2019) that consists
of a first multi-task pretraining step with denoising
and translation objectives, and a second fine-tuning
step using back-translation. Liu et al. (2020) elimi-
nated the back-translation step by fine-tuning the
pretrained multilingual model on a language pair
(e.g. hi—en) related to the desired unsupervised
language pair (e.g. ne—en). More similar to our
work, Garcia et al. (2021) trained a single model
on several unsupervised languages pairs by using
monolingual data in those languages plus auxil-
iary parallel data, following the setup illustrated by
Fig. 1. Furthermore, they leverage synthetic paral-
lel data via offline back-translation (Sennrich et al.,
2016) and iterative back-translation in subsequent
steps to fine-tune their model. In contrast to our
approach, their method focuses on combining ex-
isting back-translation methods with multilingual
UNMT in several steps. Additionally, their method
is based on joint multi-task pretraining for all lan-
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Adapter Layer
Encoder (xN)

Figure 2: Overview of the adapter architecture that is
used in the experiments

guages which lacks flexibility for incrementally
adding new languages.

3 Denoising Adapters for Multilingual
Unsupervised MT

We address the limitations of existing methods men-
tioned above by proposing denoising adapters for
multilingual unsupervised MT. Denoising adapters
are monolingually-trained language adapters, there-
fore eliminating the dependence on parallel data.
They allow learning and localizing general-purpose
language-specific representations on top of pre-
trained models such as mBART. These denoising
adapters can then easily be used for multilingual
MT, including unsupervised machine translation
without back-translation.

Architecture For our denoising adapters, follow-
ing Bapna and Firat (2019), we use a simple feed-
forward network with a ReLLU activation. Each
adapter module also includes a parametrized nor-
malization layer that acts on the input of the adapter
and allows learning the activation pattern of Trans-
former layers. Figure 2 shows the architecture
of an adapter layer. More formally, a denoising
adapter module D; at layer ¢ consists of a layer-
normalization LN of the input z; € R”, followed
by a down-projection Wy € RM*b with bottle-
neck dimension b, a non-linear function and a up
projection Wy, € R?*" combined with a residual
connection with the input z;:

Di(z) = WL ReLU(Wg,,,,.LN(z)) + 2;

Bias terms are omitted for clarity. For simplicity,
we denote as D¥ = {D%igu} (resp. DP) the set
of encoder (resp. decoder) adapters.

Similarly to Philip et al. (2020), we insert
an adapter module into each layer of the Trans-
former encoder and decoder, after the feed-forward
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(a) Step 1: Denoising autoencoding with monolingual data

(b) Step 2: Multilingual MT training with parallel data

Figure 3: Overview of DENOISING ADAPTERS. In 3a, denoising adapters (colored boxes) are trained on monolin-
gual data separately for each language, including languages without parallel data. In this step only adapter layers
are trained. In 3b, all denoising adapters that are trained in 3a are frozen, and only the cross-attention of mBART

(Liu et al., 2020) is updated with auxiliary parallel data.

block; and we train encoder and decoder denois-
ing adapters (Dfx, Dfx) for each language zx in
a language-specific manner. This enables to com-
bine encoder adapters wa for source language xx
and decoder adapters ny for target language yy to

translate from xzx to yy.

Learning adapters from monolingual data
We train the denoising adapters on a denoising
task, which aims to reconstruct text from a version
corrupted with a noise function similar to mBART
pretraining. Formally, we train denoising adapters
D to minimize Lp,,:

Lp,, = Y _ —logP(T|g(T); Dyy)
Texx

where 7' is a sentence in language xx and g is the
noise function. We train denoising adapters on
monolingual data for each language separately, in-
cluding the unsupervised languages. This provides
a high degree of flexibility for the later stages, such
as unsupervised MT. During monolingual training,
adapters are injected into layers of mBART, but
only the adapter parameters are updated. The other
parameters of the model stay frozen. As noise func-
tion g, we use span masking following mBART
(Liu et al., 2020) pretraining. A span of text with
length ¢ (randomly sampled by a Poisson distribu-
tion) is replaced with the mask token.

Multilingual MT fine-tuning with auxiliary par-
allel data After denoising adapters are trained
for each language, the mBART model in which all
adapters are inserted is fine-tuned on the auxiliary

multilingual English-centric parallel data. This step
is required to force the model to learn how to use
and combine denoising adapters for the translation
task. During fine-tuning, we only update the pa-
rameters of the decoder’s cross-attention, similarly
to Stickland et al. (2021) to limit the computational
cost and mitigate catastrophic forgetting. The re-
maining parameters, including the newly plugged-
in adapters are kept frozen at this stage. When
translating from language xz to language yy, only
the encoder denoising adapters DZ and decoder
denoising adapters D?% are activated, as shown in
Fig. 3b.

Multilingual UNMT process To summarize,
we propose the following 2-stage training process
for multilingual unsupervised MT: (1) Training de-
noising adapters within mBART, separately on each
language’s monolingual data; (2) Fine-tuning the
cross-attention of a mBART augmented with the
denoising adapters.

Fig. 3 gives an overview of this process. Our
approach enables to use the final model for both
supervised translation and unsupervised translation.
For an unseen language zz that has no parallel data,
denoising adapters DZ, and D2, can be trained on
monolingual data and then combined with other ex-
isting languages for source/target side unsupervised
translation. Denoising adapters not only allow us
to skip back-translation, but also provide a high
level of modularity and flexibility. Except for the
second step that uses only languages with parallel
data, no additional joint training is needed. As we
show in Sect. 6.1, by using denoising adapters, a
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zz — en

es nl hr uk SV It id fi et ur kk AvG-11
(D BiLinguaL 434 382 354 274 368 200 313 134 8.0 4.0 2.1 23.6
MBART-FT 398 32.8 267 266 30.0 210 226 19.7 16.8 9.2 9.6 23.2
2) TASK ADAPTERS 420 355 329 308 38.0 254 334 225 21.6 200 129 28.6
DENOIS. ADAPTERS 423 37.0 380 31.1 422 31.2 348 252 286 243 156 31.8
MBART-FT (+BT) 404 336 27.0 274 325 221 245 216 18.0 6.6 10.0 24.0
(3) TASK ADAPTERS (+BT) 422 359 335 309 392 255 335 236 222 183 132 28.9
DENOIS. ADAPT. (+BT) 423 37.8 39.0 31.6 426 312 351 257 293 218 164 32.0

en — zz

es nl hr uk SV It id fi et ur kk AvG-11
) BiLINGUAL 403 328 27.6 199 315 132 214 9.5 6.8 2.4 0.4 19.5
MBART-FT 1.3 1.9 1.8 0.8 1.6 0.9 1.6 1.4 0.7 0.6 0.4 1.3
2) TASK ADAPTERS 2.0 2.0 2.1 1.0 1.5 0.9 0.8 1.6 1.1 0.9 0.5 14
DENOIS. ADAPTERS 284 21.6 190 122 229 11.0 238 10.1 12.7 9.6 3.8 15.9
MBART-FT (+BT) 309 22.0 20.0 142 227 13.7 202 94 14.1 5.7 3.5 16.3
(3) TASK ADAPTERS (+BT) 31,5 224 219 157 253 146 229 10.1 152 9.4 4.2 17.6
DENOIS. ADAPT. (+BT) 322 229 231 154 27.1 163 244 11.7 171 11.7 4.9 18.9

Table 1: Unsupervised translation to and from English. Only BILINGUAL is trained on parallel data and serves as
reference. Block (2) is without back-translation, with only DENOIS. ADAPTERS using monolingual data. Block
(3) uses the same amount of back-translation for all systems. Languages are presented by decreasing amount of

parallel data used for training the bilingual baselines.

new language which is not included in pretrain-
ing, can also be added successfully to mBART and
used for unsupervised MT. Note that all those new
languages are however covered by the tokenizer
(which is trained on 100 languages).

4 Experimental Setup

Dataset We use TED talks (Qi et al., 2018) to
create an English-centric (en) multilingual dataset
by picking 20 languages with different training
size ranging from 214k (ar) to 18k (hi) parallel
sentences. For multilingual UNMT evaluation, in
addition to the 20 training languages, we select 17
“unsupervised” languages, 6 of which are unknown
to mBART (Tang et al., 2020). To train the denois-
ing adapters, we use Wikipedia® and News Crawl’
with maximum 20M sentences per language. De-
tails of languages and training datasets are given in
Appendix A.1

Baselines We compare our approach with the fol-
lowing baselines: (1) BILINGUAL, baseline bilin-
gual models trained on TED talks. These are small
Transformer models trained separately on each lan-
guage direction, using the same settings as Philip
et al. (2020). Note that these models do not have

2We used the latest Wikipedia dumps as of 15.02.2021
3http://data.statmt.org/news-crawl/

any pretraining and they are trained from scratch.
(2) MBART-FT, standard fine-tuning of mBART
(Liu et al., 2020) on the multilingual MT task.
(3) TASK ADAPTERS, multilingual fine-tuning for
language-agnostic MT adapters and cross-attention
on top of mBART, similarly to Stickland et al.
(2021).

The bilingual models and all the mBART vari-
ants are fine-tuned on the same English-centric
multilingual parallel data.

Multilingual MT training details We train
mBART-based models by using a maximum batch
size of 4k tokens and accumulated gradients over 5
update steps with mixed precision (Ott et al., 2018)
for 120k update steps. We apply Adam (Kingma
and Ba, 2014) with a polynomial learning rate de-
cay, and a linear warmup of 4 000 steps for a max-
imum learning rate of 0.0001. Additionally, we
use dropout with a rate of 0.3 and label smoothing
with a rate of 0.2. For efficient training, we filter
out the unused tokens from the mBART vocabulary
after tokenization of the training corpora (including
both TED talks and monolingual datasets) which
results a shared vocabulary of 210k tokens. Fi-
nally, following Arivazhagan et al. (2019), we use
temperature-based sampling with 7' = 5 to balance
language pairs during training. As for bilingual
baselines, we train these models for 25k updates
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zz — en en — zz
bg hu st el da be AVG-6 bg hu sr el da be AVG-6
BILINGUAL 40.7 273 342 387 41.1 3.12 30.9 351 192 213 322 364 214 24.4
MBART-FT 8.8 1.0 189 02 52 28 6.2 - - - - - - -
TASK A. 119 13 248 05 83 46 8.6 - - - - - - -
DENoOIS. A. 39.8 275 369 346 455 284 35.5 24.1  11.1 8.6 16.1 257 121 16.3

Table 2: Unsupervised translation performance for languages that are new to mBART.

on the TED talks bilingual data, with maximum 4k
tokens per batch and accumulated gradients over 4
updates. Joint BPE models of size 8k are used for
these models. All experiments are performed with
the fairseq (Ott et al., 2019) library.

Adapter Modules We used the architecture of
Philip et al. (2020) for the adapters with a bottle-
neck dimension of 1024 in all experiments. As
noising function for our denoising adapters, we
mask 30% of the words in each sentence with a
span length that is randomly sampled by a Poisson
distribution (A = 3.5) as same with mBART (Liu
et al., 2020). We train these adapters separately for
each language for 100k training steps by using a
maximum batch size of 4k tokens, accumulating
gradients over § update steps and a maximum learn-
ing rate of 0.0002. Other hyperparameters are the
same as in the NMT training.

Back-translation As second part of the evalua-
tion, we also used offline back-translation for (1)
comparing DENOISING ADAPTERS with baselines
that are additionally trained on back-translated syn-
thetic parallel data; and (2) measuring the impact
of back-translation when it is applied in conjunc-
tion with denoising adapters. Following Garcia
et al. (2021) —that shows the effectiveness of of-
fline back-translation for multilingual UNMT—,
we back-translate the monolingual data into En-
glish (en) for each unsupervised language zz with
the respective model. After that, we fine-tune the
corresponding model by using its back-translated
parallel data in a single (bilingual) direction for
both zz—en and en—>zz separately. For fine-tuning
we either fine-tune the full model (MBART-FT) or
only update adapters’ and cross-attention’s param-
eters (TASK A., DENOISING A.) for 120k addi-
tional steps. For fair comparison, we limit the
monolingual data to SM for both denoising adapter
training and back-translation in these experiments.
Note that this procedure is both memory and time-
intensive operation as it requires back-translating
a large amount of monolingual data, and it also

results in an extra bilingual model to be trained for
each unsupervised language and for all models that
are evaluated.

5 Results

Table 1 shows translation results for 11 languages
that have no parallel data, in zz—en and en—zz
directions. The first two blocks in each direction,
(1) and (2), give unsupervised translation results
without using back-translation.

For zz—en, the two baselines MBART-FT and
TASK ADAPTERS are quite decent: the ability of
mBART to encode the unsupervised source lan-
guages and its transfer to NMT using auxiliary
parallel data provide good multilingual unsuper-
vised NMT performance. Among the two base-
lines, task-specific MT adapters better mitigate
catastrophic forgetting, ensuring the model does
not overfit to the supervised languages and to bene-
fit more from multilingual fine-tuning which re-
sults in +5.4 BLEU compared to standard fine-
tuning. Our approach, however, outperforms the
two mBART baselines and the bilingual models:
denoising adapters are superior for all languages
compared to MBART-FT and TASK ADAPTERS and
result in respectively +8.6 and +3.2 BLEU on av-
erage. Finally, it even performs better than the
supervised bilingual models for most languages
(all but es and nl).

For the en—zz direction, the two baselines
MBART-FT and TASK ADAPTERS are ineffective,
showing the limitation of mBART pretraining for
multilingual UNMT when translating from English.
A possible explanation for this is the fact that these
models have learnt to encode English with only
auxiliary target languages; and the transfer from
mBART to NMT has made the decoder forget how
to generate text in the 11 unsupervised languages
we are interested in. Fig. 4 shows unsupervised
translation performance for en—nl in validation
set during mBART fine-tuning. As opposed to our
approach, the low start in MBART-FT and the quick
drop in TASK ADAPTERS confirm the forgetting in
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Figure 4: en—nl (unsupervised) performance on vali-
dation data during mBART fine-tuning for each model.

generation. However, denoising adapters that lever-
age monolingual training for language-specific rep-
resentations enable the final model to achieve high
translation quality without any parallel data even
without back-translation. Denoising adapters also
outperform the supervised bilingual models trained
with less than 50k parallel sentences.

Impact of back-translation 3rd blocks (3) in Ta-
ble 1 show the unsupervised translation results after
models are fine-tuned with offline back-translated
parallel data. Note that in this step each model is
fine-tuned for a single language-pair and only one
direction.

For zz—en, although back-translation slightly
improves the results, the overall impact of back-
translation is very limited for all models includ-
ing our approach. Interestingly, for ur the back-
translation decreased the performance. We relate
this to the domain difference between test (TED
talks) and back-translated data (Wikipedia/News).
Here, denoising adapters without back-translation
still provide superior unsupervised translation qual-
ity compared to baselines even after the back-
translation.

For en—zz, the back-translation significantly in-
creased translation results: +15.0, +16.2 and +3.0
BLEU for MBART-FT, TASK ADAPTERS and DE-
NOISING ADAPTERS respectively. We hypothesize
that the huge boost in the baselines scores is due to
the fact that training on the back-translated parallel
data allows these models to recover generation abil-
ity in the target languages. However, our approach
outperforms baselines in all languages, showing
that denoising adapters can be used jointly with
back-translation for further improvements. Finally,
denoising adapters without back-translation (2) are
still competitive with the mBART baselines.

45 30
2 5m ]
ZZ1 20m

E=3 5m

40 25 EZZ1 20m

35 20 f
30

25 I

2 es sv nl hr  uk fi es sv nl hr
Zz—En En—Zz

Figure 5: Unsupervised translation results (BLEU) for
denoising adapters trained on Sm and 20m sentences.

6 Analysis and Discussion

6.1 Denoising adapters for languages
unknown to mBART

All the languages considered so far (in Table 1)
were included in the mBART-50 pretraining data
(Tang et al., 2020). Here, we also evaluate our
model on languages that are new to mBART-50,* to
test whether our denoising adapters can be used to
extend the translation model incrementally to new
languages using monolingual data. After training
our denoising adapters, we insert them into the
existing NMT model of Sect. 3 for unsupervised
MT with no additional NMT training. Denoising
adapter layers are trained the same way as before
with only a small difference: we update the output
projection layer of mBART together with adapter
layers to improve language-specific decoding.

Table 2 shows the results in both directions for
the bilingual baselines and other mBART variants
that are fine-tuned with only auxiliary parallel data.
For zz—en although the models are trained on
English-centric multilingual parallel corpora with
related languages, mBART baselines still have very
poor unsupervised MT performance. Denoising
adapters, however, with the advantage of mono-
lingual data and modular training, display com-
petitive or better results even compared to super-
vised bilingual baselines. Moreover, for the en—zz
direction, it provides a reasonable level of unsu-
pervised translation quality that can be used with
back-translation for further improvements. Note
that, since neither mBART pretraining nor the mul-
tilingual fine-tuning include those new languages,
the other baselines are not able to translate in these
directions.

*Note that mBART uses the same sentencepiece vocabu-
lary (Kudo and Richardson, 2018) as XLM-R (Conneau et al.,
2020) which is trained on 100 languages including the ones
we used for evaluation.
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Tr — en

ar he ru it fr tr pl vi de fa cs hi AVG-20
BILINGUAL 33.0 390 260 397 417 277 255 283 374 289 287 9.7 28.0
MBART-FT 352 404 292 425 442 31.1 290 312 409 337 347 316 33.0
TASK ADAPTERS 335 389 288 419 439 304 284 31.1 403 323 344 306 323
LANG. ADAPTERS 352 405 29.1 426 444 313 291 315 413 333 350 30.0 329
DENoOIS. ADAPTERS 32.6 380 276 41.0 429 288 276 299 393 312 340 271 30.5

en = T

ar he ru it fr tr jul vi de fa cs hi AVG-20
BILINGUAL 172 275 205 354 407 165 182 294 300 150 20.8 10.7 224
MBART-FT 16.6 258 21.6 368 416 182 191 312 318 168 233 222 24.5
TASK ADAPTERS 156 243 21.1 358 410 176 182 304 31.0 164 224 223 23.8
LANG. ADAPTERS 160 249 21.1 360 412 175 188 30.8 312 166 227 214 24.0
DENoOIS. ADAPTERS 144 21.5 195 33.1 3838 173 295 289 153 212 178 21.7

15.8

Table 3: Supervised translation results to and from English for auxiliary languages. Languages are presented by
decreasing amount of parallel data used for training the bilingual baselines. Due to lack of space we only show
individual results on 12 representative languages. Full list of results are given in Appendix A.3

Overall these results confirm that denoising
adapters offer an efficient way to extend mBART
to new languages. Moreover, taken together with
the other results (Sect. 5), unsupervised transla-
tion quality for the missing languages without addi-
tional NMT training demonstrates the effectiveness
of our approach.

6.2 Monolingual data size

To see the impact of the monolingual data size
that is used for training of denoising adapters, we
additionally trained adapters on larger data for 6
languages (es, sv, nl, hr, uk, fi). Fig. 5 shows
the unsupervised translation results when they are
trained on two different data sizes: Sm and 20m sen-
tences. Interestingly, for a majority of languages,
the performance improvement is very limited with
increase in data size. This confirms that denoising
adapters achieve competitive performance without
the need of a huge amount of monolingual data.

6.3 Supervised translation

Finally, we evaluate the baselines and our model
on the supervised languages (i.e. the auxiliary
languages with access to parallel data). Table 3
shows BLEU scores for xx—en and en—xx direc-
tions. In this setting, in addition to the main base-
lines, we include LANGUAGE ADAPTERS (Philip
et al., 2020), which correspond to fine-tuning both
language-specific MT adapters and cross-attention
on top of mBART only with parallel data. As ex-
pected, for both directions multilingual fine-tuning
of mBART (MBART-FT) performs the best on av-

erage. The performance of LANG. ADAPTERS is
on par with full fine-tuning. For xx—en, it out-
performs full fine-tuning in 10 out of 20 language
pairs, with the a very similar overall score. For
en—xx, it has only -0.5 BLEU on average. TASK
ADAPTERS have slightly lower translation perfor-
mance than these other two models on both direc-
tions. Nonetheless, on en—xx direction, as the
amount of parallel data decreases (see Sect. A.1),
the gap between this model and full MBART-FT re-
duces, confirming that task adapters are beneficial
for small data and distant language pair conditions
(Stickland et al., 2021). As for multilingual fine-
tuning with DENOIS. ADAPTERS, although it has
lower scores than other mBART variants, it still per-
forms competitively with the bilingual baselines.
It outperforms the bilingual baselines in xx—en
and gets -0.7 BLEU on average in en—xx. Un-
like other mBART variants, fine-tuning only the
decoder’s cross-attention seems to penalize perfor-
mance. Considering that denoising adapters are
designed specifically for multilingual unsupervised
MT, these results show that our approach still per-
forms on a competitive level in the large-scale su-
pervised multilingual NMT setup.

6.4 Comparison with state-of-the-art

With the goal of providing a comparison point
with a previously reported set-up that does not in-
clude back-translation, we replicate the language-
transfer results reported in (Liu et al., 2020,
mBART). For that, we fine-tune mBART-50 (Tang
et al., 2020) on Hindi-English (hi—en) parallel
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FLoRes devtest ne

si

BLEU CHRF COMET BERTSCORE BLEU CHRF COMET BERTSCORE
MBART (Liu et al., 2020)  17.9* - - - 8.1% - - -
MBART-FT 15.7 42.6 19.6 49.1 7.6 324 -6.0 374
DENOIS. ADAPT. 18.1 44.0 31.5 54.8 11.4 37.0 15.0 46.3

Table 4: Unsupervised translation results on the FLoRes devtest sets (Guzman et al., 2019). MBART-FT and
DENOIS. ADAPT. are trained only on hi—en. Note that we used mBART-50 for our replication of MBART-FT
and DENOISING ADAPTERS, however the original paper results are based on mBART-25. MBART (*) results are
taken from the paper (Liu et al., 2020) and are the only evaluation results in this paper not done by ourselves.

data from IITB (Kunchukuttan et al., 2017) and
test the resulting model on two unseen languages,
Nepali (ne) and Sinhalese (si), from the FLoRes
dataset (Guzman et al., 2019) without any further
training on back-translated data. For DENOISING
ADAPTERS, we trained adapters on monolingual
data provided by FLoRes for all 4 languages (en,
hi, ne, si). Finally for MT transfer, we inserted
these language-specific adapters to mBART, and
updated cross-attention layers as in the previous
experiments. Results are shown in Table 4.

We compare results in terms of BLEU, chrF
(Popovi¢, 2015), COMET (Rei et al., 2020)° and
BERT Score (Zhang et al., 2020).7 In all three met-
rics DENOISING ADAPTERS significantly outper-
form MBART-FT, showing the effectiveness of de-
noising adapters for low resource languages, com-
pared to a strong baseline. Note that since we used
mBART-50 in our experiments, results for MBART-
FT are slightly different from the ones in original
paper (mBART-25).

7 Conclusion

We have presented denoising adapters, adapter
modules trained on monolingual data with a de-
noising objective, and a 2-step approach to adapt
mBART by using these adapters for multilingual
unsupervised NMT. Our experiments conducted on
a large number of languages show that denoising
adapters are very effective for unsupervised trans-
lation even without the need of back-translation.
Moreover, denoising adapters are complementary
with back-translation; using them jointly improves
the translation quality even further. We have also
demonstrated that for a language new to mBART,

3SacreBLEU (Post, 2018) signature:
BLEU+c.mixed+#.l+s.exp+tok.13a+v.1.5.0

®COMET model: wmt20-comet—da

"Bert score hash code:
roberta-large_L17_no-idf_version=0.3.10
(hug_trans=4.10.0) -rescaled_fast-tokenizer

denoising adapters offer an efficient way to ex-
tend mBART incrementally. Finally, although it
is designed for unsupervised NMT, our approach
still reaches competitive performance in supervised
translation in a multilingual NMT setup.

For the future direction, translating between two
unseen languages may be considered as a natural
extension of our work. As preliminary experiment,
we addressed a language pair including two lan-
guages of the unsupervised setup: Spanish (es)
and Dutch (nl). We inserted denoising adapters of
those languages to encoder/decoder and directly
used this model without further training for nl—es
and es—nl. Although our auxilliary language pairs
with parallel data are English-centric, these two
models perform at a decent level (15.4, 7.2 BLEU
respectively) and they could be a good starting
point for further improvements. Another direction
is to apply denoising adapters to domain adapta-
tion, a use-case where back-translation is a stan-
dard solution to leverage monolingual data. We
provide supplementary material to facilitate future
research.®
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A Appendix

A.1 Language Details

We build our experimental setup based on TED
talks (Qi et al., 2018). Together with English (en)
as the center language, we choose 19 training lan-
guages. As unsupervised languages, we pick 17
languages without using their parallel data. For the
language selection, we consider following criteria:

* Varying parallel data sizes; from en<>ar (214k)
to en<>hi (18k)

* Diversity in terms of language families. For un-
supervised languages, we both select languages
having close relation with training cluster (e.g.
es) and distant languages (e.g. fi).

* Different monolingual data sizes: from 20M sen-
tences (en) to 900k sentences (ur).

* The language list of mBART-50 (Tang et al.,
2020). Among 17 unsupervised languages, 11
are present and the remaining 6 languages are
not included in the pretraining. Note that the
mBART vocabulary consists of 100 languages
that covers all these 17 languages.

Details of languages are given in Table 5. We
report the amount of parallel data for all languages,
including those where this is not used as it consti-
tutes the training data for the supervised bilingual
baselines.

Language Mono.  Parallel
Language Code family data (M) data (k)
English en Germanic 20 250
Arabic ar Semitic 20 214
Hebrew he Semitic 6.9 211
Russian ru Slavic 20 208
Korean ko Korean 17 205
Italian it Romance 20 204
Japanese ja Japonese 20 204
Chinese zh Sino-Tibetan 18 199
French fr Romance 20 196
Portuguese  pt Romance 20 192
Turkish tr Turkic 19 182
Romanian ro Romance 20 180
Polish pl Slavic 17 176
Vietnamese  vi Austri-Asiatic 6.7 171
German de Germanic 20 167
Persian fa Iranian 5.7 150
Czech cs Slavic 20 103
Thai th Tai-Kadai 2.2 98
Burmese my Sino-Tibetan 0.2 21
Hindi hi Indic 20 18
Spanish es Romance 5 196
Dutch nl Germanic 5 183
Crotian hr Slavic 5 122
Ukrainian uk Slavic 5 108
Indonesian  id Austronesian 4.8 87
Swedish Y Germanic 5 56
Lithuanian It Slavic 4.5 41
Finnish fi Finnic 5 24
Estonian et Finnic 5 10
Urdu ur Indic 0.9 5.9
Kazakh kk Turkic 34 3.3
Bulgarian bg Slavic 20 174
Hungarian  hu Uralic 20 147
Serbian sr Slavic 8.7 136
Greek el Greek 11 134
Danish da Germanic 2.9 44
Belarusian be Slavic 1.7 4.5

Table 5: Languages that are used in the experiments.
The first block shows training languages with parallel
data, the second block refers unsupervised languages
that are included in mBART-50 (Tang et al., 2020)
and the last block gives languages new to mBART-50.
Greyed out numbers indicate data that is only used for
the supervised bilingual baselines.
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A.2 Experimental Details

Hyper-Parameter Value
Architecture mbart_large
Optimizer Adam

B, B2 0.9, 0.98
Weight decay 0.01

Label smoothing 0.2
Dropout 0.3
Attention dropout 0.1

Batch size 4k (tokens)
Update frequency 5

Warmup updates 4000

Total number of updates 120k

Max learning rate 0.0001

Learning rate scheduler polynomial_decay

Temperature (sampling) 5

Adapter dim. 1024

Noise function span_masking
Mask ratio 0.3

Mask random replace ratio 0.1

Poisson lambda 35

Update frequency 8

Total number of updates 100k

Max learning rate 0.0002

Table 6: Fairseq hyperparameters for our experiments.
The first block gives the base settings used for MBART-
FT and the second block provides the details for the
DENOISING A. when it differs from the base settings.

We use the fairseq library (Ott et al., 2019) to con-
duct our experiments. The hyperparameters used
for fairseq are given in Table 6. For the paral-
lel data, we used the TED talks corpus without
any other pre-processing than the mBART Senten-
cePiece tokenization. For the monolingual data,
we downloaded the Wikipedia articles together
with News Crawl datasets for each language. For
Wikipedia articles, we pre-processed the data by
using WikiExtractor (Attardi, 2015) and tokenized
sentences’. We train denoising adapters and fine-
tune mBART models by using 4 Tesla V100 GPUs
with mixed precision. Finally, for evaluation over
the TED talks test sets, we used SacreBLEU (Post,
2018) '°. The best checkpoint is chosen according
to validation BLEU scores for NMT models and
for denoising adapters we use the last checkpoint
for each language.

We use https://github.com/microsoft/Bli
ngFire for basic tokenization.

UBLEU+c. mixed+#.1+s.exp+tok.none+v.1.5.0.

For Chinese and Japanese we use —~language-pair option
for language specific tokenization

A.3 Full List of Supervised Translation
Results

< N

g’
Q) .
< N
$
S L)
e Q

ar 33.0 352 335 352 32.6
he 39.0 40.4 389 405 38.0
ru 26.0 29.2 28.8  29.1 27.6
ko 204 233 226 228 20.9
it 39.7 42.5 419 426 41.0
ja 14.9 17.3 17.1 17.4 15.3
zh 212 24.1 232 237 22.1
fr 41.7 442 439 444 42.9
pt 46.2 48.7 48.1 492 47.6
tr 27.7 31.1 304 313 28.8
1o 36.5 40.3 39.6  40.1 39.0
pl 25.5 29.0 284 291 27.6
vi 28.3 31.2 31.1 315 29.9
de 37.4 40.9 403 413 39.3
fa 28.9 33.7 323 333 31.2
cs 28.7 34.7 344 350 34.0
th 22.1 28.0 26.8 279 21.9
my 5.2 21.8 20.8  21.0 12.1
hi 9.7 31.6 306  30.0 27.1
avg 28.0 33.0 323 329 30.5

en — Tx

ar 17.2 16.6 15.6 16.0 14.4
he 275 25.8 243 249 21.5
ru 20.5 21.6 21.1 21.1 19.5
ko 84 9.1 8.5 8.9 7.6

it 354 36.8 35.8  36.0 33.1
ja 134 15.6 14.6 15.5 13.0
zh 241 224 215 225 20.0
fr 40.7 41.6 41.0 412 38.8
pt 40.5 41.2 40.2 407 38.5
tr 16.5 18.2 17.6 17.5 15.8
1o 272 28.5 279  28.0 25.8
pl 18.2 19.1 18.2 18.8 17.3
vi 29.4 31.2 304 308 29.5
de 30.0 31.8 310 312 28.9
fa 15.0 16.8 16.4 16.6 15.3
cs 20.8 23.3 224 227 21.2
th 18.8 19.9 19.6 19.4 16.0
my 11.8 24.7 248 236 18.0
hi 10.7 222 223 214 17.8
avg 224 24.5 23.8 240 21.7

Table 7: Full list of supervised translation results to and
from English for auxiliary languages. Languages are
presented by decreasing amount of parallel data used
for training the bilingual baselines.
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