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Abstract

Neural module networks (NMN) are a pop-
ular approach for grounding visual referring
expressions. Prior implementations of NMN
use pre-defined and fixed textual inputs in
their module instantiation. This necessitates
a large number of modules as they lack the
ability to share weights and exploit associ-
ations between similar textual contexts (e.g.
“dark cube on the left” vs. “black cube on
the left’). In this work, we address these
limitations and evaluate the impact of contex-
tual clues in improving the performance of
NMN models. First, we address the prob-
lem of fixed textual inputs by parameteriz-
ing the module arguments. This substan-
tially reduce the number of modules in NMN
by up to 75% without any loss in perfor-
mance. Next we propose a method to con-
textualize our parameterized model to enhance
the module’s capacity in exploiting the vi-
siolinguistic associations. Our model out-
performs the state-of-the-art NMN model on
CLEVR-Ref+ dataset with +8.1% improve-
ment in accuracy on the single-referent test
set and +4.3% on the full test set. Addi-
tionally, we demonstrate that contextualization
provides +11.2% and +1.7% improvements in
accuracy over prior NMN models on CLO-
SURE and NLVR2. We further evaluate the
impact of our contextualization by construct-
ing a contrast set for CLEVR-Ref+, which we
call CC-Ref+. We significantly outperform the
baselines by as much as +10.4% absolute ac-
curacy on CC-Ref+, illustrating the generaliza-
tion skills of our approach. Our dataset is pub-
licly available at https://github.com/
McGill-NLP/contextual-nmn.

1 Introduction

Visual referring expression recognition is the task
of identifying the object in an image that is referred
to by a natural language expression (Kazemzadeh
et al., 2014; Mao et al., 2016). It is a fundamental
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Figure 1: An example from the CLEVR-Ref+ dataset.
In addition to passing textual inputs (arguments)
cubical, large and metallic to neural modules,
we also provide them with the relevant neighborhood
of arguments as context (highlighted in blue).

language-to-vision matching problem and has sev-
eral downstream applications such as question an-
swering, robot navigation, and image retrieval (Zhu
et al., 2016; Qi et al., 2020; Young et al., 2014;
Yang et al., 2016; Tu et al., 2014; Qi et al., 2015;
Liuetal., 2016; Akula and Zhu, 2019; Akula, 2015;
Palakurthi et al., 2015). Recently, neural module
networks (NMN; Andreas et al. 2016b; Hu et al.
2017b; Liu et al. 2019) have been gaining pop-
ularity as a promising approach for solving this
task. Briefly, NMN models use an explicit modu-
lar reasoning process where a program generator
first analyzes the input referring expression and pre-
dicts a sequence of learnable neural modules (e.g.
count, filter, compare). Next, an execu-
tion engine dynamically assembles these modules
to predict the target object in the image. Such a
module based hierarchical reasoning process helps
NMN:s in providing high model interpretability and
therefore facilitates in improving overall trust in the
model (Andreas et al., 2016b; Akula et al., 2020b).

Although achieving promising results, exist-
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ing NMN models primarily focused on de-
signing module architectures with textual in-
puts directly hard-coded in the module instanti-
ation (Johnson et al., 2017b; Liu et al., 2019).
For example, processing the textual inputs ‘red’
and ‘blue’ require the instantiation of two
different modules filter color[red] and
filter_color[blue]. However, such a de-
sign demands a large number of learnable modules
(and network parameters) and they cannot share
weights for similar contextual textual inputs (e.g.
‘dark cube’ vs. ‘black cube’, ‘shiny cylinder’ vs.
‘metallic cylinder’). Lack of these contextual sig-
nals leads to poor generalization performance on
unseen but known language contexts (Lake and
Baroni, 2018; Bahdanau et al., 2019).

Moreover, in the prior implementations of NMN
such as IEP-Ref (Johnson et al., 2017b; Liu et al.,
2019), the modules in execution engine are not
conditioned on the surrounding context of their tex-
tual input in the expression. This is problematic
as the modules are not given the opportunity to
watch the neighborhood of textual input that helps
in extracting the informative visiolinguistic context
from the module’s visual input. For example, the
module filter_color[dark] needs to pick a
black colored cube or a red-colored cube depend-
ing on the neighborhood context in the expression
(e.g. “the dark thing that is hardly visible" vs. “the
dark thing among the red cubes") and the type of
cubes available in its visual input. Few implemen-
tations of NMN such as FiLM (Perez et al., 2018)
and N2NMN (Hu et al., 2017a) parametrize the
surrounding context of their textual input. How-
ever, the visiolinguistic context in these modules is
rather shallow as they cannot jointly co-attend over
potential objects of interest directly from the visual
input and textual inputs.

In this work, we address the aforementioned
issues and evaluate the impact of contextual sig-
nals in improving the performance of NMN mod-
els. First, we address the problem of hard-coded
language inputs by parameterizing the module ar-
guments (Figure 1), i.e., for example, we treat
“filter_size" module as parameterized by tex-
tual input “/arge" instead of as a standalone func-
tion “filter_size[large]" (§3). We show
that module parametrization reduces the total num-
ber of learnable modules by 75% without affecting
the performance of NMN:ss.

Second, we use the ground-truth annotations in

CLEVR-Ref+ (Liu et al., 2019), a challenging syn-
thetic referring expression dataset, to show the ev-
idence that providing the relevant neighborhood
context of the textual input to the neural mod-
ule (see Figure 1) is beneficial for improving the
model’s grounding performance (§4.1). We next
propose a contextualization method to learn to se-
lect the most relevant neighborhood context by
jointly co-attending on visual and textual inputs,
eliminating the need for ground-truth contextual
information (§4.2).

Our experimental results show that our approach
is effective in capturing visiolinguistic relations
and contextual dependencies, especially when the
textual inputs are long, and has complex linguis-
tic structures. We demonstrate that our proposed
method significantly improves the performance of
NMN (§5.4) in grounding visual referring expres-
sions. Specifically, on CLEVR-Ref+ benchmark,
we outperform competing NMN approaches such
as IEP-Ref, FILM and N2NMN by as much as
+8.1% accuracy on single-referent split (S-Ref) and
+4.3% on full-referent split (F-Ref). Additionally,
we also test our approach on CLOSURE (Bahdanau
et al., 2019) and NLVR2 (Suhr et al., 2019) bench-
marks. CLOSURE is a VQA benchmark consisting
of CLEVR-like questions with emphasis on sim-
ple and complex referring expressions. NLVR2
is a language grounding task where the goal is to
determine whether an expression is true based on
two paired real images. Our approach significantly
outperforms the existing NMN approaches with
+11.2% and +1.7% improvements in accuracy on
CLOSURE and NLVR?2 respectively.

We further evaluate the impact of our contextual-
ization by constructing a set of contrasting perturba-
tions around CLEVR-Ref+ test instances (Gardner
et al., 2020), and call our new dataset CC-Ref+
(§5.6). We significantly outperform the state-of-
the-art models by as much as +10.4% absolute ac-
curacy on CC-Ref+.

2 Related Work

Referring Expression Recognition. Visual re-
ferring expression recognition (REF) is the task
of identifying the object in an image that is re-
ferred to by a natural language expression (Mao
et al., 2016; Kazemzadeh et al., 2014). Datasets
containing real images and expressions such as
RefCOCO+ (Kazemzadeh et al., 2014) and Ref-
COCOg (Mao et al., 2016) have been proposed to
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evaluate the progress on this task. Multi-modal
transformers (Lu et al., 2019; Li et al., 2019; Tan
and Bansal, 2019), using pretrain-then-transfer ap-
proach, have shown superior performance on these
datasets. However, these models fail to learn ro-
bust visio-linguistic contextual representations and
are shown to exploit the imbalanced distribution
in the train and test splits (Akula et al., 2020a;
Cirik et al., 2018). Recently, CLEVR-Ref+ (Liu
etal., 2019) has been introduced as a synthetic diag-
nostic benchmark that allows control over dataset
bias. There are nearly 0.8M referring expressions
of which 32% of expressions refer to only a single
object (Single-referent) and 68% refer to more than
one object (Multi-referent). In this paper, we refer
to the full dataset as F-Ref and the single-referent
subset as S-Ref. Module network (Liu et al., 2019;
Johnson et al., 2017a; Andreas et al., 2016b) based
architectures achieved new state-of-the-art perfor-
mance on this dataset.

Neural Module Networks. Neural module net-
works (NMNs) learn to parse textual expressions
as executable programs composed of learnable neu-
ral modules (Andreas et al., 2016b; Johnson et al.,
2017a,b; Hu et al., 2017a). Each of these mod-
ules are specialized to compute basic reasoning
tasks and can be assembled to perform complex and
compositional reasoning. (Andreas et al., 2016b)
used dependency trees (Zhu et al., 2013) to gener-
ate the execution layouts. (Andreas et al., 2016a)
proposed dynamic NMNs that learns and adapts
the structure of the execution layouts to the ques-
tion. (Johnson et al., 2017b) proposed homoge-
neous (IEP) and generic neural modules, unlike
fixed and hand-crafted neural module, in which the
semantics of each neural module is learnt during
training. IEP model achieves promising perfor-
mance on CLEVR dataset. (Liu et al., 2019) pro-
posed IEP-Ref by extending IEP model to CLEVR-
Ref+ dataset and outperformed all the prior works.
Although, compositional by design, the visiolin-
guistic context in these modules is rather shallow
and fail to ground novel combinations of known
linguistic constructs (Bahdanau et al., 2019). The
major difference between our work and these prior
works of NMN is that we explicitly parametrize
and contextualize the neural modules by jointly
attending over the visual and textual inputs.

Modules

Filter Shape, Filter Color, Filter Material, Filter
Visible, Filter Size, Filter Ordinal, Unique, Re-
late, Same Size, Same Shape, Same Color, Same
Material, Scene

Intersect, Union

Unary

Binary

Table 1: Modules in Parameterized IEP-Ref

3 Module Parameterization in NMN

We propose parametrization as the first step to en-
able weight sharing and exploiting associations be-
tween similar textual contexts. Specifically, we
evaluate the effectiveness of parameterizing mod-
ule textual inputs using IEP-Ref (Liu et al., 2019)
as the baseline NMN implementation. IEP-Ref, a
NMN solution based on IEP (Johnson et al., 2017b),
is the current state-of-the-art model on CLEVR-
Ref+ dataset.! As shown Figure 2(a), the neural
modules in IEP-Ref are represented using a stan-
dard Residual Convolution Block (RCB). Formally,
each RCB module (f,,) of arity n receives n feature
maps (F;) of shape 128 x 20 x 20 and outputs a
same-sized tensor f, = f,(F1,Fa2,....Fy).

We parameterize each RCB module m as fol-
lows: (a) we feed all the words in the textual input
em into an LSTM; (b) The last hidden state of
LSTM h; is then used to perform element-wise
multiplication with the output of the first convolu-
tion layer in the RCB block to produce joint rep-
resentation c,,, of module’s textual input (e,,) and
visual input (v,,), which is then passed to ReLU
function (see Appendix Figure 1b):

hy = LSTM (ep s, he—1)

Cm = conv (v,,) © hy.

ey

Table 2 shows the count of distinct modules and
the model performance before and after parame-
terizing the RCB modules (i.e. [EP-Ref vs P-Ref).
As we can see, there are total 60 distinct modules
in IEP-Ref. After parameterization, the distinct
number of modules reduce by 75% (i.e., 15 dis-
tinct modules) without any drop in the model per-
formance. Table 1 presents the list of all the 15
modules in our parameterized NMN model.

In addition to evaluating the model performance
on the full CLEVR-Ref+ dev (F-Dev) and test
(F-Test) splits, we also evaluate the model on
single-referent (S-Ref) dev (S-Dev) and test (S-

"We used the IEP-Ref implementation provided at the link
https://github.com/ruotianluo/iep-ref
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#modules #param. F-Dev F-Test S-Dev S-Test

per module

(lgl}ﬁgP—Ref) 60 442,752 80.54 78.20 49.89 51.50
programs
P-Ref 15 574,336 81.23 78.31 51.60 51.57

Table 2: Count of modules, parameters and perfor-
mance of IEP-Ref and parameterized model (P-Ref).

Test) splits.> Moreover, although the network pa-
rameters of each parameterized module slightly
increase due to the additional LSTM unit, since
each module in IEP-Ref can have multiple instan-
tiations for the same textual input, we have fewer
parameters than IEF-Ref in total (see Sec 5.4.1 for
more discussion).

4 Contextualization in NMN

4.1 Using Ground-Truth Annotations

We extend our parameterized model by contextu-
alizing it with the neighborhood context of textual
input in the referring expression. Figure 1 shows an
example. We leverage the ground-truth annotations
available in CLEVR-Ref+ to provide neighborhood
context for the modules as follows: Let us denote
the ground-truth neural modules as m1, mg, ms, ...,
m,, for a given input referring expression q. Sup-
pose the modules m; and my, are children for the
parent module m; in the ground-truth execution
tree. We modify the architecture of each neural
module shown where we concatenate the ground-
truth arguments of all the children modules m; and
my, and pass it as the neighborhood context to the
parent module m; (see Appendix Figure 1c). We
test if this contextualization helps.

As an ablation, we also test the model perfor-
mance where the entire expression ¢ is provided
as neighborhood context for the modules instead
of the relevant neighborhood. Table 3 shows the
results. Using the entire expression as the neighbor-
hood context did not show any improvements in the
model performance, perhaps due to the difficulty in
searching and extracting relevant context from long
CLEVR-like expressions. On the other hand, pro-
viding ground-truth neighborhood context shows
significant improvement in the performance (1.71%
on F-test and 3.19% on S-Test), indicating that
model is able to extract informative visiolinguistic
clues. Since the ground-truth human annotations
are costly and difficult to obtain, we next propose a

2For results in the last two columns of Table 2, we trained
our model using S-Ref train split.

Model F-Dev F-Test S-Dev S-Test
P-Ref 81.23 78.31 51.60 51.57
P-Ref + Input Expr.  81.10 77.01 50.88 51.45
P-Ref + GT Neighb. 82.60 80.02 55.22 54.76

Table 3: Performance of contextualized NMN models.

| RelLU |

128X20X20

Linear

Input Expr.

(b) (a)

Figure 2: (a) Architecture of neural module (m) in IEP-
Ref consuming a visual input v,,. @ denotes summa-
tion. (b) Our proposed contextualized module design
using our proposed memory (/M) based architecture. ®
and ® denote element-wise multiplication and concate-
nation respectively. e,, is parameterized textual input.

contextualization method that enables the modules
to learn to select the most relevant neighborhood
context without requiring ground-truth annotations.

4.2 Using Memory-augmented Block

We incorporate a memory-augmented LSTM
block (Graves et al., 2014) in the neural module to
guide the attention towards the relevant and infor-
mative neighborhood words in the input expression
(q). Figure 2(b) shows our contextualized module
architecture. Our design enhances the module’s
capacity to exploit the visiolinguistic context be-
tween the visual input v,,, and the selective set of
words that are stored in the memory over multiple
timesteps.

The memory M consists of a set of row vectors
as memory slots. LSTM (i.e., controller) has read
and write heads into M, which helps in retrieving
representations from M or place them into M. In
the first time step (¢g), we feed visual input and then
in the later time steps textual input is fed. More for-
mally, given a input referring expression ¢, at each
time step (¢), LSTM produces a key, k; ¢, which is
either used to retrieve a particular location [ from
the row M, or to store in M;. We feed the referring
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expression ¢ into LSTM as:
ht = LSTM (qt, ht—l) . (2)

We then compute the cosine similarity measure
between h; and each individual row j in M:

he - M (j)

K (he Me (7)) = i G

3)

A read weight vector w; is computed using a soft-
max over the cosine similarity and then a memory
row my is retrieved. The vectors my, h; are con-
catenated with the textual input (e,,) and then an
element-wise multiplication is performed with the
output of the convolution layer before passing to
the ReLU function (see Appendix A).

5 Experiments

5.1 Datasets

We evaluate our approach on F-Ref and S-Ref splits
of CLEVR-Ref+ (Liu et al., 2019). In addition,
we also test our approach on CLOSURE (Bah-
danau et al., 2019) and NLVR2 (Suhr et al., 2019)
benchmarks. CLOSURE is a VQA benchmark,
consisting of synthetically generated image and
question pairs with emphasis on grounding sim-
ple and complex referring expressions. NLVR2
is a language grounding task where the goal is to
determine whether an expression is true based on
two paired real images. While reporting results
on CLOSURE, we train our NMN model using
CLEVR (Johnson et al., 2017a) train and val splits.

5.2 Baselines

We compare the performance of our approach
against the following baselines: (1) IEP-Ref (Liu
et al., 2019) is the current state-of-the-art NMN
model for CLEVR-Ref+ benchmark which uses
explicit program generator and execution engine
(PG+EE) to predict the answer; (2) FiLM (Feature-
wise Linear Modulation) (Perez et al., 2018) is a
NMN model which introduces new layers in the
RCB block that learn parameters ; . and (3; . for
scaling up or down the CNN activations (F} ;) by
conditioning on the input referring expression x;,
ie. LM (Ficlvie, Bic) = VicFic + Bie: 3)
MAC (Hudson and Manning, 2019) is an end-to-
end differentiable architecture designed to perform
an explicit multi-step reasoning process by decom-
posing them into a series of attention-based rea-
soning steps; (4) VectorNMN (Bahdanau et al.,

2019) is a direct extension to FiLM that uses vector-
valued inputs and outputs for the modules instead
of high-capacity 3D tensors; (5) NS-VQA (Yietal.,
2018) uses structural scene representation from in-
put image in addition PG+EE components in IEP-
Ref; (7) N2NMN uses hand-crafted and parameter-
ized neural modules; (8) LCGN (Hu et al., 2019)
uses a graph network where each node represents
an object, and is described by a context-aware rep-
resentation from related objects conditioned on the
textual input.

To gain better insight into the relative contri-
bution of the design choices we made, we per-
form experiment with the following ablated mod-
els: (9) P-Ref+LSTM+Attn uses attention instead
of an external memory block for selecting the
neighborhood words in the expression; (10) P-
Ref+Curriculum Learning: We employ a curricu-
lum training (Platanios et al. 2019) regime to train
the P-Ref model in order to improve its perfor-
mance without contextualization (See Appendix
A.3).

5.3 Implementation Details

The memory matrix in our model discussed in sec-
tion 4.2 consists of 128 rows and 80 columns. The
controller is a single layer LSTM network. We use
GloVe to obtain the word embedding (dimension =
300) of each word in the textual input. When train-
ing, we first train our program generator (PG) and
use it as a fixed module for training the execution
engine (EE). We use 18K ground-truth programs to
train the program generator (PG). We train PG and
EE using Adam (Kingma and Ba, 2015) with learn-
ing rates 0.0005 and 0.0001, respectively. Note that
PG is trained for a maximum of 32,000 iterations,
while EE is trained for a maximum of 450,000
iterations. We employ early stopping based on vali-
dation set accuracy. We do not find any significant
improvements with the joint optimization of PG
and EE. We train on one RTX 2080ti GPU with a
batch size of 8.

5.4 Evaluation

Table 4 shows results in comparison with the base-
lines. We find that our contextual NMN model
(P-Ref+LSTM+Mem) significantly outperforms all
prior work by large margins. In addition to outper-
forming NMN baselines such as FiLM, N2NMN,
IEP-Ref, we also outperform the non-NMN base-
lines such as LCGN demonstrating the effective-
ness of the introduced memory module in captur-
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Ground-Truth

|EP-Ref: filter_material(metallic)

P-Ref+LSTM+Mem: filter_material(metallic)

rl: The gray object that is the second one of jrl: The gray object that is the second one of ! r1: The gray object that is the second one of
the thing(s) from right or that is same size as | the thing(s) from right or that is same size as! the thing(s) from right or that is same size as

[the first one of the big metallic sphere(s) from | the first one of the big [l sphere(s) from ! the first one of the Big [SHMR Sphere(s) from

! front

front] el

+2: Find the object that is behind [the yellow
metallic sphere].o and in front of a rubber
cylinder

r2: Find the object that is behind the yellow

- sphere and in front of a rubber cylinder

front

r2: Find the object that is behind the -

- Spliéie and in front of a rubber cylinder

Figure 3: Qualitative examples showing the attention heatmaps of filter _material (metallic) module
outputs trained using IEP-Ref and P-Ref+LSTM+Mem models. el and e2 highlight the metallic objects that are

referred in the input expressions r1 and 2 respectively.

ing visiolinguistic relations and contextual depen-
dencies from the longer CLEVR-like expressions.
Specifically, we achieve +4.3% on F-test and +8.1%
on S-Test, compared with the current state-of-the-
art NMN model IEP-Ref. Most significant gains
on S-Test also suggest the superior generalization
skills of our model in learning from fewer training
samples.

The ablation results are shown in Table 5. As
we can see, all the ablative baselines underperform,
confirming the importance of our proposed con-
textualization approach. Specifically the improve-
ments obtained with module contextualization in
both IEP-Ref and FiLM demonstrate that our ap-
proach can generalize across diverse NMN archi-
tectures.

Performance on CLOSURE and NLVR?2 bench-
marks is shown in Table 6. We achieve +11.2%
in accuracy on CLOSURE test split compared to
the best prior model Vector-NMN, indicating that
our model generalizes well to unseen compositions.
We also surpass all the existing NMN based models
for NLVR2 dataset which has real images unlike
synthetic images in CLEVR-Ref+ and CLOSURE.

Figure 3 illustrates the qualitative differences
of filter material (metallic) module
trained using IEP-Ref and our P-Ref+LSTM+Mem
model. With IEP-Ref, the model selects all metal-
lic objects from the image, ignoring the context in
the expression. On the other hand, our approach

Model F-Dev F-Test S-Dev S-Test
IEP-Ref 80.54 7820 49.89 51.50
FiLM 76.58 75.71 4490 46.70
MAC 79.40 77.36 47.20 47.00
Vector-NMN 82.05 77.00 46.72 52.88
NS-VQA 80.08 79.01 48.07 51.66
N2NMN 76.00 75.11 43.62 46.70
LCGN 77.07 74.80 46.88 48.00
P-Ref+LSTM+Mem 84.82 83.05 59.76 60.04
(ours)

Table 4: Performance of our memory based contextual-
ized NMN model (P-Ref+LSTM+Mem) and baselines
on CLEVR-Ref+.

correctly locates objects based on their contextual
relevance.

5.4.1 Model Parameters

Our proposed model has 3 times fewer parame-
ters than the baseline model IEF-Ref in total (see
Table 7). More concretely, the baseline IEP-Ref
model contains 60 modules and each module con-
sists of 0.44M parameters. That is, total number
of parameters in IEP-Ref are 60%0.44M = 26.4M.
Similarly, the FiLM baseline, which also does con-
textualization of inputs, has 60*0.59M = 35.4M pa-
rameters. On the other hand, our proposed memory
based contextualization of NMN model contains
only a maximum of 15 modules and each module
has 0.58M parameters. Therefore total number of
parameters in our model are 15%0.58M = 8.7M.
This is 3 times smaller than IEP-Ref and 4 times
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Referring Expressions 500

—8— |EP-Ref

Unique Images 492 Original Unperturbed Split CC-Ref+ Split ~ —— P-Ref+LSTM+Attn
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Figure 5: Performance of models on randomly drawn 500 original

CLEVR-Ref+
Figure 4: CC-Ref+ Statistics

Model F-Dev F-Test S-Dev S-Test
IEP-Ref 80.54 78.20 49.89 51.50
P-Ref+LSTM+Attn 79.26 78.99 52.68 52.96
P-Ref+LSTM+Mem 84.82 83.05 59.76 60.04
(ours)

FiLM 76.58 75771 4490 46.70
FiLM+LSTM+Mem 79.05 80.86 51.10 53.06
(ours)

P-Ref+CL 81.70 80.32 57.25 5691

P-Ref+LSTM+Mem+CL 82.16 80.93 57.90 58.14

Table 5: Ablations. Performance of our model and its
ablative baselines on CLEVR-Ref+.

Model CLOSURE NLVR2 (Test-P)
IEP-Ref 59.80 N/A
FiLM 58.72 51.10
N2NMN 62.07 52.10
MAC 65.19 51.40
Vector-NMN 64.14 N/A
P-Ref 59.68 N/A
P-Ref+LSTM+Attn 63.13 N/A
P-Ref+LSTM+Mem (ours) 71.22 N/A
FiILM+LSTM+Mem (ours) 69.78 53.80

Table 6: Performance of our model and NMN baselines
on CLOSURE and NLVR?2 datasets.

smaller than FiLM.

5.5 The CC-Ref+ Dataset

We further examine the robustness of the models
by creating contrast sets (similar to Gardner et al.
2020) that help in exposing model brittleness by
probing a model’s decision boundary local to exam-
ples in the test set. Specifically, we follow a three
stage approach to collect our contrast set:

Stage 1: First, we randomly sample 100 single-
referent expressions from the test split containing
only a single spatial relation (e.g. The first one of
the tiny rubber thing from left). We then sample
another 100 expressions containing two spatial rela-

test instances and their contrast sets.

Model #Parameters
(per module)
IEP-Ref 442,752
Param. IEP-Ref (P-Ref) 574,336
FiLM 590,720
P-Ref+LSTM+Attn 574,464
P-Ref+CL 574,336

P-Ref+LSTM+Mem (ours) 589,597

Table 7: Count of parameters for each neural module in
the baselines and our proposed NMN models.

tions (e.g. The first one of the thing from left that is
behind the big yellow matte object). Similarly we
sample a third subset of 200 expressions containing
3 or more relations. Finally, we sample 100 expres-
sions containing at least one compare relations (e.g.
Any other tiny object as the same color as the big
vellow metallic cube). This constitutes a total of
500 expressions.

Stage 2: We then manually perturb the semantics
of various parts of these 500 referring expressions
such that the ground-truth referent object changes.
For example, we modify the expression first one of
the tiny rubber thing from left to first one of the tiny
metallic thing from right. We call this perturbed
test split CC-Ref+. We show random selection of
CC-Ref+ examples in Table 8.

Stage 3: Finally, we verify and validate the cor-
rectness of the new ground-truth annotations using
two human annotators. The annotations that are not
consistent among the two human annotators are re-
moved and we re-iterate the above three steps until
we collect a validated set of 500 contrast samples®.
In Figure 4, we summarize the size and complexity
of our CC-Ref+ split.

3(Gardner et al., 2020) shows that a few hundreds of con-
trast samples will be sufficient to draw substantiated conclu-
sions about model behavior.
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Figure 7: Performance of our contextual NMN model (P-Ref+LSTM+Mem) on original CLEVR-Ref+ test split

and CC-Ref+ samples

metal thing(s) from left

metal thing(s) from left

thing(s) from front

Original: The brown things that are big object(s) or the second one of the small

CC-Ref+: The cyan things that are big object(s) or the first one of the small

Original: The matte things that are either the sixth one of the tiny thing(s) from
right or the fifth one of the thing(s) from front
CC-Ref+: The matte things that are tiny thing(s) and the second one of the

Table 8: Random examples from CC-Ref+ and their original annotations in CLEVR-Ref+

5.6 Evaluation on CC-Ref+ Dataset

As shown in Figure 5, performance of baseline
models drop by >10% on CC-Ref+ and the models
struggle to correctly ground the perturbed samples
containing compare relations (e.g. same_color) or
that containing more than 2 spatial relations (e.g.
front, left) in the expression. Our method shows
least drop (<5%) in performance indicating its su-
periority in grounding expressions with complex
linguistic constructs (see Appendix B for more de-
tailed analysis). In Figure 6 and Figure 7, we fur-
ther analyze the model’s performance when one
of the object attributes namely, color, size, shape,
material, ordinality, and visibility are perturbed
in the contrast sets. We found that both IEP-Ref

and our model are robust to perturbations in color
indicating that this is a relatively easier concept
to ground in the images. In contrast to the find-
ings in (Liu et al., 2019), we see a significant drop
by up to 15% in the performance of IEP-Ref on
all the other attributes such as shape and visibility.
Our proposed approach P-Ref+LSTM+Mem shows
relatively low drop in the logical, material and or-
dinal perturbations, insignificant drops (< 3%) in
color, visible perturbations and a slight improve-
ment (+2%) in shape perturbations. This clearly
suggests that our approach generalizes well and is
robust to contrastive perturbations in the input. The
performance gap of P-Ref+LSTM+Mem in logical,
ordinal and material perturbations show that these
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are relatively difficult concepts for the model to
learn. We hope that CC-Ref+ dataset will foster
more research in this area.

6 Conclusion

Neural module networks (NMNs) are widely used
in language and vision tasks. We show that con-
textualizing these modules dramatically reduces
the number of modules required and improve their
grounding abilities, achieving a new state-of-the-art
results on the CLEVR-Ref+ visual referring expres-
sions task. Our analysis on CLEVR-Ref+, CLO-
SURE, NLVR2 and a new contrast set CC-Ref+
demonstrate that our proposed method enhances
NMNs’ ability to exploit visiolinguistic relation-
ships.
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A Appendix

In this supplementary material, we begin by pro-
viding more details on CLEVR-Ref+ F-Ref / S-
Ref splits and the neural modules in IEP-Ref to
supplement Section 2 and Section 3 of the main
paper, respectively. We then provide the details of
our models (e.g., initialization & training, hyper-
parameters). Finally, we provide CC-Ref+ dataset
annotation details, statistics, random examples, and
more analysis to supplement Section 4 of the main

paper.

A.1 F-Ref and S-Ref splits in CLEVR-Ref+

Visual referring expression recognition is the task
of identifying the object in an image that is referred
to by a natural language expression (Kazemzadeh
et al., 2014; Mao et al., 2016). It is a fundamen-
tal language-to-vision matching problem and has
several downstream applications such as question
answering (Zhu et al., 2016). CLEVR-Ref+ (Liu
et al., 2019) is a recently proposed dataset for vi-
sual referring expression recognition (RefExp) task,
which consists of synthetic images and referring ex-
pressions. Specifically, it contains the ground-truth
functional program representations that describe
the intermediate visual reasoning as a chain of logi-
cal operations (i.e., neural modules) that need to be
executed to find the target referent object (e.g., fil-
ter color, compare, filter size, and relate). There are
nearly 0.8M referring expressions of which 32%
of expressions refer to only a single object (Single-
referent) and 68% refer to more than one object
(Multi-referent). In this paper, we refer to the full
dataset as F-Ref and the single-referent subset as
S-Ref. Detailed statistics of the splits are presented
in Table 9.

F-Ref S-Ref
. #Expr. 628915 200313
Train (32% of F-Ref)
#lmages 70000 62016
Dev #Expr. 69879 22256
#Images 6500 5200
Test #Expr. 149741 47731
#Images 15000 13534

Table 9: Statistics of F-Ref and S-Ref.
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Figure 8: (a) Architecture of neural module (m) in IEP-Ref consuming a visual input v,,,. & denotes summation.
(b) Our proposed module design with parameterized textual input e,,,. ® denotes element-wise multiplication. (c)
Contextualized module design using ground-truth annotations for constructing neighborhood context (¢ ., ) of ey,.
® denotes concatenation. (d) Contextualized module design using our proposed memory (M) based architecture
that learns to select the most relevant neighborhood context directly from the input expression q.

A.2 Neural Modules in Parameterized
IEP-Ref

IEP-Ref (Liu et al., 2019), the current state-of-
the-art neural module network (NMN) model for
the CLEVR-Ref+ dataset, uses a generic design of
neural module architecture adapted from IEP (John-
son et al., 2017b), which was designed for VQA
task.* The modules take either two visual inputs (bi-
nary modules) or one visual input (unary modules).
There are total 60 distinct modules in IEP-Ref. Af-
ter parameterization (see Figure 8b), the distinct
number of modules drop to 15 without any drop in
the model performance (section 2 of main paper).
That is, the number of a distinct set of modules
(and the total number of parameters) used in the
parameterized model reduces by 75%. Moreover,
although the network parameters of each parameter-
ized module slightly increase due to the additional
LSTM unit, since each module in IEP-Ref can have
multiple instantiations for the same textual input,
we have fewer parameters than IEF-Ref in total.
Table 11 presents the list of all the 15 modules in
our parameterized NMN model. We compare the
parameters per module of all baseline NMN mod-
els and our proposed models (section 3 of main
paper) in Table 10.

Note that our proposed model has 3 times fewer
parameters than the baseline model IEF-Ref in to-
tal. More concretely, the baseline IEP-Ref model
contains 60 modules and each module consists of

“We used the IEP-Ref implementation provided at the link
https://github.com/ruotianluo/iep-ref

Model #Parameters
(per module)
IEP-Ref 442752
Param. IEP-Ref (P-Ref) 574,336
FiLM 590,720
P-Ref+LSTM+Attn 574,464
P-Ref+CL 574,336
P-Ref+LSTM+Mem 589,597

Table 10: Count of parameters for each neural module
in the baselines and our proposed NMN models.

0.44M parameters. That is, total number of param-
eters in [EP-Ref are 60%0.44M = 26.4M. Similarly,
the FiLM baseline, which also does contextualiza-
tion of inputs, has 60*0.59M = 35.4M parameters.
On the other hand, our proposed memory based
contextualization of NMN model contains only a
maximum of 15 modules and each module has
0.58M parameters. Therefore total number of pa-
rameters in our model are 15*%0.58M = 8.7M. This
is 3 times smaller than IEP-Ref and 4 times smaller
than FiLM.

A.3 Model and other Experiment Details

Our proposed model (LSTM+Mem): The
memory matrix consists of 128 rows and 80
columns. The controller is a single layer LSTM
network. We use GloVe to obtain the word
embedding (dimension = 300) of each word in
the textual input. When training, we first train
our program generator (PG) and use it as a fixed
module for training the execution engine (EE).
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Modules

Unary | Filter_Shape, Filter_Color,
Filter_Material, Filter_Visible,
Filter_Size, Filter_Ordinal, Unique,
Relate, Same_Size, Same_ Shape,
Same_Color, Same_Material, Scene

Binary | Intersect,Union

Table 11: Modules in Parameterized IEP-Ref

Model
Trainer

Model
Competency
Estimation

Figure 9: Overview of our curriculum learning base-
line.

We use 18K ground-truth programs to train the
program generator (PG). We train PG and EE using
Adam (Kingma and Ba, 2015) with learning rates
0.0005 and 0.0001, respectively. Note that PG is
trained for a maximum of 32,000 iterations, while
EE is trained for a maximum of 450,000 iterations.
We employ early stopping based on validation
set accuracy. We do not find any significant
improvements with the joint optimization of PG
and EE. We train on one RTX 2080ti GPU with a
batch size of 8.

Curriculum Learning Baseline: Prior literature
shows that curriculum learning (CL) may greatly
facilitate the learning of complex tasks for neural
architectures (Platanios et al., 2019). Therefore,
we employ a curriculum training (CL) regime as
an additional baseline to train the P-Ref model in
order to improve its performance without contextu-
alization. An overview of the CL model is shown
in Figure 9. To estimate the difficulty of the ex-
pressions, we define a scoring function inspired
by what we, as humans, intuitively may consider
difficult when grounding the expressions:

* Longer expressions are difficult to ground.

» Expressions with a large number of spatial
relationships such as “left", “front", “right",
“behind" are more likely to have difficult lin-

guistic structures.

* Expressions requiring a large number of neu-
ral modules are difficult to ground.

* Expressions involving comparison modules
are difficult to ground.

Using the above heuristics, we evaluate the dif-
ficulty of all expressions in the training set on a
scale of 1 to 10. During the training, we initialize
the model competency to 1. All the training expres-
sions with difficulty level less than or equal to the
current model competency are used for training the
model. We use a validation set of expressions for
each of these difficulty levels. As the model’s per-
formance on the validation set starts to saturate, we
increment the competency level of the model. We
stop training immediately after the model’s compe-
tency reaches above 10. We use GloVe to obtain
the word embedding (dimension = 300) of each
word in the textual input. When training, we first
train our program generator (PG) and use it as a
fixed module for training the execution engine (EE).
We use 18K ground-truth programs to train the pro-
gram generator (PG). We train PG and EE using
Adam (Kingma and Ba, 2015) with learning rates
0.0005 and 0.0001, respectively. PG is trained for
a maximum of 32,000 iterations, and EE is trained
for a maximum of 450,000 iterations. We employ
early stopping based on validation set accuracy. We
do not observe any significant improvements with
the joint optimization of PG and EE. All of our CL
experiments were conducted on one RTX 2080ti
GPU with a batch size of 8.

B CC-Ref+ Annotation, Statistics, and
Visualization

Following Gardner et al. 2020, we construct a con-
trast set for CLEVR-Ref+ dataset to identify sys-
tematic gaps (e.g., annotation artifacts) in the test
split, and we call it CC-Ref+. Contrast sets help in
exposing model brittleness by probing a model’s
decision boundary local to examples in the test set.
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Referring Expressions 500
Unique Images 492
Vocabulary 86
Expressions with #Relations = 1 100
Expressions with #Relations = 2 100
Expressions with #Relations > 3 200

Expressions with Compare Relation 100
Avg. Length of Expression 20.2

Table 12: CC-Ref+ Statistics

We follow a three stage approach to collect our
contrast set:

Stage 1: First, we randomly sample 100 single-
referent expressions from the test split containing
only a single spatial relation (e.g. The first one of
the tiny rubber thing from left). We then sample
another 100 expressions containing two spatial rela-
tions (e.g. The first one of the thing from left that is
behind the big yellow matte object). Similarly we
sample a third subset of 200 expressions containing
3 or more relations. Finally, we sample 100 expres-
sions containing at least one compare relations (e.g.
Any other tiny object as the same color as the big
yellow metallic cube). This constitutes a total of
500 expressions.

Stage 2: We then manually perturb the semantics
of various parts of these 500 referring expressions
such that the ground-truth referent object changes.
For example, we modify the expression first one
of the tiny rubber thing from left to first one of the
tiny metallic thing from right. We show random
selection of CC-Ref+ examples in Table 13.

Stage 3: Finally, we verify and validate the cor-
rectness of the new ground-truth annotations using
two human annotators. The annotations that are not
consistent among the two human annotators are re-
moved and we re-iterate the above three steps until
we collect a validated set of 500 contrast samples°.
In Table 12, we summarize the size and complexity
of our CC-Ref+ split.

B.1 Detailed Analysis of Models on CC-Ref+

In section 4.2 of main paper, we compared the
performance of baseline models and our proposed
method on CC-Ref+ in terms of number of
relations (e.g. in the front, to the left, of same shape
as) present in the expressions. In this section, we

3(Gardner et al., 2020) shows that a few hundreds of con-
trast samples will be sufficient to draw substantiated conclu-
sions about model behavior.

present more analysis in terms of object attributes.
In CLEVR-Ref+, there are six types of object
attributes namely, color, size, shape, material,
ordinality, and visibility. We analyze the model’s
performance when one of these attributes are
perturbed in the contrast sets. Additionally, we also
compare the performance on contrast examples
that involve logical AND/OR modifications. An
example of contrast sample in CC-Ref+ involving
logical AND/OR perturbation is as follows:
Original: The objects that are either the first one
of the small metal object(s) from right or the first
one of the metallic cube(s) from left.

CC-Ref+: The objects that are first one of the
small rubber object(s) from right and the first one
of the metallic object from front.

Figure 10 shows the performance of baseline
IEP-Ref model on original test split and CC-Ref+
samples using the above attributes. Similarly, Fig-
ure 11, Figure 12, and Figure 13 shows the perfor-
mance of models P-Ref+LSTM+Attn, P-Ref+CL,
and P-Ref+LSTM+Mem respectively. We found
that all the four models are robust to perturbations
in color indicating that this is a relatively easier
concept to ground in the images. In contrast to the
findings in (Liu et al., 2019), we see a significant
drop by up to 15% in the performance of baseline
models on all the other attributes such as shape and
visibility. P-Ref+CL also experience significant
drops in accuracy on CC-Ref+. However it is found
to be relatively more robust to the perturbations
compared to the other baselines indicating that cur-
riculum learning helps in adapting to contrast sets.
Our proposed approach P-Ref+LSTM+Mem shows
relatively low drop in the logical, material and or-
dinal perturbations, insignificant drops (< 3%) in
color, visible perturbations and a slight improve-
ment (+2%) in shape perturbations. This clearly
suggests that our approach generalizes well and
is robust to perturbations in the input. The per-
formance gap of P-Ref+LSTM+Mem in logical,
ordinal and material perturbations show that these
are relatively difficult concepts for the model to
learn. We hope that CC-Ref+ dataset will foster
more research in this area.
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