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Abstract

Question Answering (QA) tasks requiring in-
formation from multiple documents often rely
on a retrieval model to identify relevant infor-
mation for reasoning. The retrieval model is
typically trained to maximize the likelihood
of the labeled supporting evidence. How-
ever, when retrieving from large text corpora
such as Wikipedia, the correct answer can of-
ten be obtained from multiple evidence candi-
dates. Moreover, not all such candidates are
labeled as positive during annotation, render-
ing the training signal weak and noisy. This
problem is exacerbated when the questions
are unanswerable or when the answers are
Boolean, since the model cannot rely on lex-
ical overlap to make a connection between
the answer and supporting evidence. We de-
velop a new parameterization of set-valued re-
trieval that handles unanswerable queries, and
we show that marginalizing over this set dur-
ing training allows a model to mitigate false
negatives in supporting evidence annotations.
We test our method on two multi-document
QA datasets, IIRC and HotpotQA. On IIRC,
we show that joint modeling with marginaliza-
tion improves model performance by 5.5 F1
points and achieves a new state-of-the-art per-
formance of 50.5 F1. We also show that re-
trieval marginalization results in 4.1 QA F1 im-
provement over a non-marginalized baseline
on HotpotQA in the fullwiki setting.1

1 Introduction

Multi-document question answering refers to the
task of answering questions that require reading
multiple documents, extracting relevant facts, and
reasoning over them. Systems built for this task
typically involve retrieval and reasoning compo-
nents that work in tandem. The retrieval component
needs to extract information from the documents

∗Majority of the work done as an intern at AI2.
1Code available at https://github.com/

niansong1996/retrieval_marginalization.

An Example in IIRC:

Q: How many other Cardinals participated in the 2005 
papal conclave with Policarpo?
A: 115

From article “2005 papal conclave”:
Snippet 1: After accepting his election, he took 
the pontifical name of Benedict XVI.
Snippet 2: Of the 117 eligible members of the College of 
Cardinals … all but two attended.
Snippet 3: With 115 cardinals electors participating …

An Example in HotpotQA:
Q: Which former Republican won the presidential 
nomination at the 2012 United States Libertarian 
National Convention?
A: Gary Johnson

From article “Libertarian National Convention”:
Snippet 1: Former Governor of New Mexico Gary 
Johnson won the presidential nomination on the first 
ballot.

From article “'Political positions of Gary Johnson”:
Snippet 2: The Libertarian National Convention in May,
2012 chose Johnson as the party's candidate.

From article “Gary Johnson”:
Snippet 3: He was the 29th Governor of New Mexico 
from 1995 to 2003 as a member of the Republican Party.

Figure 1: Examples of false-negative contexts in multi-
document QA. Equivalent information is marked in
blue, and only the snippets with "Ë" are annotated as
gold evidence. False negatives are outlined in red and
both are retrieved by our proposed framework.

that is suitable for the reasoning model to perform
the end-task effectively. Recent advances in read-
ing comprehension have resulted in models that
have been shown to answer questions requiring
complex reasoning types such as bridging, compar-
ison (Asai et al., 2020; Fang et al., 2020) or even
arithmetic (Ran et al., 2019; Gupta et al., 2020),
given adequate context. However, when the con-
text needs to be retrieved from a large text corpus
(e.g., Wikipedia), the performance of such reading
comprehension models is greatly affected by the
quality of the retrieval model. Given supervision

https://github.com/niansong1996/retrieval_marginalization
https://github.com/niansong1996/retrieval_marginalization
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at all stages (i.e., document, supporting evidence
and answer), it is common to build retrieval and
reasoning models independently and connect them
as a pipeline at test time. In this case, the retrieval
and reasoning models are usually trained to maxi-
mize the likelihood of labeled supporting evidence
snippets and the answer given the gold context re-
spectively.

However, in a multi-document QA setting, it is
common to have some relevant snippets not marked
as gold. Two such examples are shown in Figure 1.
In the first example, only snippet 2 is marked as
gold evidence, and consequently snippets 1 and 3
are treated as negative examples during retrieval.
This is problematic because unlike snippet 1 which
is actually irrelevant, snippet 3 is not only useful,
but provides an even more direct way to derive the
correct answer since it does not require a subtrac-
tion. Similarly, in the second example two evidence
snippets from different documents contain the same
information, thus at least two contexts can be used
to answer this question, yet only one of them is
labeled as being a positive example for the training
objective. We define these contexts that contain
non-gold snippets and can still be used to answer
the questions as alternative contexts. Alternative
contexts are inevitable when datasets are created
from large corpora, because it is prohibitively ex-
pensive to exhaustively annotate all possible con-
texts. These alternative contexts are false negatives
during training and lead to a noisy and weak learn-
ing signal, even with this "fully-supervised" setup.

We design a training procedure for handling
these false negatives, as well as cases where re-
trieval should fail (i.e., when the question is unan-
swerable). Specifically, we assign probabilities to
documents, evidence candidates, and potential an-
swers with parameterized models, and marginalize
over a set of potential contexts by combining top
retrieved evidence from each document, allowing
the model to score false negatives highly. To make
the marginalization feasible, we decompose the
retrieval problem into document selection and ev-
idence retrieval and show how we can still model
contexts as sets. We evaluate our model on two
multi-document QA datasets: IIRC (Ferguson et al.,
2020) and HotpotQA (Yang et al., 2018). We see
2.8 and 4.8 F1 point improvement on IIRC and Hot-
potQA respectively by jointly modeling our pro-
posed set-valued retrieval and the reasoning steps,
and a further 2.7 and 4.1 F1 point improvement re-

spectively by using retrieval marginalization. Our
final result of 50.5 F1 on the test set of IIRC repre-
sents a new state-of-the-art.

2 Multi-Document QA

Here we formally describe the multi-document QA
setting and highlight the two main challenges in
this setting that our work attempts to address.

Problem Definition Multi-document question
answering measures both the retrieval and reason-
ing abilities of a QA system. Given a question q
and a set of documents D = {d1, d2, ..., dn}, each
document containing a set of evidence snippets
di = {si1, si2, ..., sini

}, the goal of the model is to
output the correct answer a. This task is typically
modeled with a retrieval step, which locates a set
of evidence C = {si1j1 , s

i2
j2
, ..., sikjk} to formulate a

context, and a reasoning step to derive the answer
from such context C. Though such models can be
learned with or without annotations on supporting
evidence, we focus on the fully-supervised setting
and assume supervision for all stages. It is also
common for such documents to have some internal
structure (e.g., hyperlinks in Wikipedia, citations
for academic papers), which can be used to con-
strain the space of retrieval.

Inevitable False-negatives in Context Retrieval
Annotations Even when supporting evidence is
annotated, we claim that the learning signal pro-
vided by those labels may be weak and noisy when
retrieving from a large corpus such as Wikipedia.
This is due to the redundancy of information in
such large corpora: it is common to have multiple
sets of evidence snippets that can answer the same
question, as in Figure 1. To quantify how often
alternative contexts exist for the multi-document
QA problem, we analyzed IIRC (Ferguson et al.,
2020), an information seeking multi-document QA
dataset. We sampled 50 answerable questions with
their annotated gold context and manually checked
if equivalent information can be found in sentences
not labeled as supporting evidence, in the same
document. We found that more than half of the
questions have at least one alternative evidence,
and on average 2 there is more than one sentence
we can find in the same document that contains the

2We count up to 5 alternative evidence snippets per docu-
ment when measuring the average. Some documents contain
many more alternative evidence snippets. An example would
be when a question seeks information on the "winner of World
War I" in relevant Wikipedia pages.
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same information as the gold evidence. Note that
it is also possible to have alternative evidence in a
different document, which would further increase
the frequency of questions with false-negative con-
texts.

Due to the prevalence of such false-negative con-
texts, simply training the retrieval model to maxi-
mize the likelihood of the labeled supporting evi-
dence would result in the models ignoring or even
being confused by other unlabeled relevant infor-
mation that could benefit the reasoning process.
The problem is more severe when considering ques-
tions with Boolean answers or those that are unan-
swerable since the answers have no lexical overlap
with corresponding evidence, making it harder to
identify unlabeled yet relevant evidence snippets.
Such false-negative context annotations are also
inevitable in the data creation process, since the
annotators will have to exhaustively search for evi-
dence snippets from all relevant documents, which
is rather impractical. As solving this problem is not
typically feasible during data collection, we instead
deal with it during learning.

Learning to Reason with Noisy Context Given
retrieved supporting evidence as context, the sec-
ond step of the problem is reading comprehension.
Recently proposed models have shown promise in
answering questions that require multi-hop (Asai
et al., 2020; Fang et al., 2020) or numerical (Ran
et al., 2019; Gupta et al., 2020) reasoning given
small and sufficient snippets as contexts. How-
ever, the performance of such models degener-
ates rapidly when they are evaluated in a pipeline
setup and attempt to reason with retrieved contexts
that are potentially noisy and incomplete. For in-
stance, Ferguson et al. (2020) found that the perfor-
mance of reasoning models dropped 39.2 absolute
F1 when trained on gold contexts and evaluated
on retrieved contexts. This is mainly because the
model is exposed to much less noise at training
time than at test time.

Handling Retrieval for Unanswerable Ques-
tions It is especially challenging when we con-
sider unanswerable questions since it is possible to
have seemingly relevant documents that are miss-
ing key information.3 This is common for an
information-seeking setting such as IIRC, where
the question annotators are only given an initial

3An example would be looking for the birth year of some
person when such information is not presented even in the
Wikipedia article titled with their name.
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Figure 2: Our proposed framework of set-valued re-
trieval for handling context of unknown size.

paragraph to generate questions, with the actual
content of linked documents being unseen. Thus
it raises the question of how to make use of such
learning signal and correctly model the retrieval
step for unanswerable questions.

3 Learning with Marginalization over
Retrieval

To address these challenges, we decompose the
retrieval problem into document selection and evi-
dence retrieval, leaving the handling of unanswer-
able questions entirely to the evidence retrieval
component. These two components together pro-
duce a probability distribution over sets of retrieved
contexts, which we marginalize over during train-
ing to account for false negatives. Our general
framework is illustrated in Figure 2.

3.1 Modeling Multi-Document Retrieval

As described in Section 2, the end product of re-
trieval for multi-document QA should be a set
of evidence snippets from different documents
{si1j1 , s

i2
j2
, ..., sikjk}which are combined to be the rea-

soning context C. When a question is not answer-
able, C is empty, and supervision of the model is
not entirely straightforward. The decision of where
to look for evidence is separate from whether the
necessary information is present, and a naive su-
pervision that nothing should be retrieved risks er-
roneously telling the model that the place it chose
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to look was incorrect, possibly leading to spurious
correlations between question artifacts and answer-
ability judgments. For this reason, we separate
document selection from evidence retrieval, and
we leave answerability determinations entirely to
the evidence retrieval step.

Document selection Given the question q and a
set of documents D = {d1, d2, ..., dn}, to evaluate
the relevance of each document di and the question
q, we first jointly encode them with a transformer-
based model. To model the selection of documents
as a set variable, a Sigmoid function (σ) is used to
compute the document probability:

xdi = Encode(di, q)

P (di|q) = σ(w>d · xdi + bd)

For simplification, we assume the selection of
each document is independent, thus the joint prob-
ability of selecting a set of documents D =
{di1 , di2 , ..., dik}, D ⊆ D can be computed with:

P (D|q) =
∏
di∈D

P (di|q) ·
∏

di′∈D−D

(1− P (di
′ |q))

(1)

Evidence retrieval Given the set of selected doc-
umentsD, the goal for the evidence retrieval model
is to select the evidence snippets sij ∈ di that are
relevant to question q for each document di ∈ D.
To model the relevance between an evidence snip-
pet and the question, we first use pretrained lan-
guage models to obtain a joint embedding of the
concatenated question-evidence input. To sim-
plify the problem while approximating the set of
evidence snippets as context, we only take one ev-
idence snippet from each document. In addition,
we allow the evidence retrieval model to retrieve
nothing from a document by predicting NULL, a
special token which is artificially added to the end
of every document. This is essential for our model-
ing since it places the responsibility of determining
sentence-level relevance solely on the evidence re-
trieval step and allows it to reject the proposal from
the document model by selecting the NULL option,
which is useful especially for unanswerable ques-
tions. Finally, we model the probability of an evi-
dence snippet being retrieved given its document
as:

xsij
= Encode([sj ||q])

P (sij |q, di) = Softmax
sij∈di

(w>s · xsij + bs)

Here we can derive the joint probability of a set
of evidence snippets C = {si1j1 , s

i2
j2
, ..., sikjk} being

retrieved as context:

P (D,C|q) = P (D|q) · P (C|D, q) (2)

= P (D|q)
∏

sij∈C,sij∈di,di∈D

P (sij |di, q)

3.2 Joint Modeling with Marginalization
With the retrieved context C, the final step is to
predict the answer. For this part, we use existing
reading comprehension models that take a question
and relatively small context and output a proba-
bility distribution of its answer predictions. The
retrieved sentences in the context are simply con-
catenated and treated as context for the reading
comprehension model (RC). Given the context C
and question q, the probability of the answer is
defined as:

P (a|q,D,C) = RC(q, [si1j1 ||s
i2
j2
||...sikjk ]) (3)

Now we can derive the joint probability of the an-
swer and the retrieved context:

P (a,D,C|q)
=P (a|D,C, q) · P (D,C|q)

=P (D|q)
∏

sij∈C,sij∈di,di∈D

P (a|D,C) · P (sij |di, q)

With the objective to maximize the likelihood of
the training set with supervision on gold C̄, D̄ and
ā, the loss function is as in Equation 4:

min
θ
GD + GC + Ga (4)

where

GD =−
∑
di∈D̄

logP (di|q)

−
∑

di′∈D−D̄

log(1− P (di
′ |q))

GC =−
∑
di∈D̄

∑
sij∈di,sij∈C̄

logP (sij |di, q)

Ga =− logP (ā|D̄, C̄, q)

Marginalization over Retrieved Evidence As
mentioned in Section 2, the learning signals for
{GD,GC ,Ga} may be noisy and weak because
the objectives in Equation 4 assume that given a
question-answer pair (q, a) there is only one set
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of gold context C̄ that can derive the correct an-
swer. To augment the learning signal, we pro-
pose to add the weakly-supervised objective with
marginalization over a set of alternative context
S = {(D′1, C ′1), (D′2, C

′
2), ..., (D′m, C

′
m)} given

the selected documents D:

GM = − logP (ā|q) (5)

= − log
∑

(D′i,C
′
i)∈S

P (ā, D′i, C
′
i|q)

Ideally, we want the marginalization set S to be
all possible combinations of sentences in different
documents, but this is infeasible for large text cor-
pora. So here, we approximate the marginalization
set by: 1) using only the top-ranked document set
D, and 2) selecting only the top-m contexts from
each di in D.

However, not all of the contexts in the top-m set
S are good alternative contexts, especially when
the retrieval model is under-trained and performs
poorly. We use a set of answer-type-dependent
heuristics to determine whether a contextC is valid:
(1) Span: when the context has at least one span
that matches the gold answer string; (2) Number:
when the answer can be derived from the num-
bers in the context with the arithmetic operation
supported by our RC model, or it is a span in the
context; (3) Yes/No/Unanswerable: all contexts are
considered valid. Using these heuristics, we can di-
vide the top m retrieved context S into two subsets
S1, S2 ⊆ S, where S1 contains all valid contexts
while the contexts in S2 are invalid.

Auxiliary Loss for Invalid Context Because
contexts in S2 are not valid alternative contexts for
obtaining the correct answer, we do not marginal-
ize over contexts in this set. We can still use them
during training, however, by formulating an auxil-
iary loss that encourages the RC model to predict
the question as unanswerable (i.e., a = aN ) given
these invalid contexts:

GaN = −
∑

(D∗,C∗)∈S2

logP (aN |D∗, C∗, q) (6)

Note that here we do not use joint probability
P (aN , D

∗, C∗|q) since doing so would also en-
courage the retrieval models to retrieve irrelevant
context for answerable questions. In this way, this
auxiliary loss can also be viewed as augmenting the
dataset with extra unanswerable question-context
pairs for the RC model.

Our final learning objective of the joint mod-
eling is the result of combining the objectives in
Equation 4 , Equation 5 and Equation 6:

min
θ
GD + GC + Ga + GM + α · GaN (7)

The only weight we tune in the objective is α to
regulate the contribution of the loss from the invalid
contexts the RC model encounters at training time.

4 Experiments

4.1 Datasets and Settings
We test our method on two multi-document ques-
tion answering datasets: IIRC and HotpotQA.

IIRC (Ferguson et al., 2020) is a dataset con-
sisting of 13K information-seeking questions gen-
erated by crowdworkers who had access only to
single Wikipedia paragraphs and the list of hyper-
links to other Wikipedia articles, but not the articles
themselves. Given an initial paragraph, a model
needs to retrieve missing information from multiple
linked documents to answer the question. Since the
question annotators can only see partial context, the
questions and contexts containing the answers have
less lexical overlap. The questions in IIRC may
have one of four types of answers: 1) span; 2) num-
ber (resulting from discrete operations); 3) yes/no;
4) none (when the questions are unanswerable).

HotpotQA fullwiki (Yang et al., 2018) consists
of 113K questions and the contexts for answering
those questions are a pair of Wikipedia paragraphs.
In the fullwiki setting, the model has access to 5.2M
paragraph candidates and needs to retrieve relevant
information from this corpus. We believe this open
domain QA setting would provide a different per-
spective for studying false-negative contexts, espe-
cially across different documents.

4.2 Model Details
Transformer-based pretrained language models
are used to encode questions and contexts for
retrieval and reasoning in our experiments. To
be as comparable to previous methods as pos-
sible, we use RoBERTa-base for IIRC and
BERT-large-wwm for HotpotQA fullwiki. For
document selection in IIRC, we only rely on the ini-
tial paragraph with hyperlinks and not the content
in linked documents themselves. On HotpotQA
fullwiki, we follow Asai et al. (2020) and boot-
strap our document selection model from their re-
current graph retriever. For the reasoning part,
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Dev Test
Retrieval Reasoning Retrieval Reasoning

Model Doc-F1 Rt-Recall QA EM QA F1 Doc-F1 Rt-Recall QA EM QA F1

Baseline (NumNet+) - - 29.6 33.0 - - 27.7 31.1
Pipeline (NumNet+) 41.7 45.8 41.3 44.3
†Pipeline (T5-Large) 88.7 62.8 44.2 47.4 90.8 67.9 37.8 41.0
†Pipeline (PReasM-Large) 46.5 50.0 42.0 45.1

Ours (NumNet+) 87.3 62.0 46.9 50.6 91.0 67.5 47.4 50.5

Table 1: Main results on IIRC. "Baseline" refers to the performance reported in Ferguson et al. (2020) and "-"
denotes that no results are available. Work marked with † is by Yoran et al. (2021), which appeared after our initial
submission. All pipeline models shares the same retrieval model and its output thus the same retrieval performance.

we use NumNet+ (Ran et al., 2019) for IIRC and
BERT-wwm (Devlin et al., 2019) for HotpotQA.
Note that our general modeling framework is ag-
nostic to the choices of specific models for retrieval
and reasoning. We choose these models to exper-
iment with since they are easy to use and present
strong results as shown in previous work (Groen-
eveld et al., 2020). More implementation details
can be found in Appendix A.

4.3 Evaluation Metrics

For HotpotQA, we follow previous work (Yang
et al., 2018; Asai et al., 2020; Xiong et al., 2020)
and use F1 score and Exact Match (EM) for the
answer (QA) and supporting facts (SP) prediction.
Similarly, we report QA F1 and EM for IIRC as in
Ferguson et al. (2020). In addition, we define the
following metrics for understanding the retrieval
performance: (1) Document selection F1 (Doc-
F1) measures the performance of the document
retrieval model given the documents marked as
gold; (2) Overall retrieval recall(Rt-Recall) mea-
sures the retrieval ability of the overall retrieval
system given the annotated set of evidence snip-
pets. Over the metrics above, our main goal is to
improve question answering performance, which
is best measured by QA F1.

4.4 Training Settings

Since documents can contain up to hundreds of
sentences, for efficient training of our evidence
retrieval model, we downsample the negative ex-
amples to 7 for IIRC and 3 for HotpotQA. But no
downsampling is done during inference. For IIRC,
we take m = 4 for the top-m context marginaliza-
tion and take m = 5 for HotpotQA. For the weight
for invalid context loss, we use 0.5 for IIRC4 and 0

4We performed a simple binary search and found 0.5 to
work better than 0 or 1.

for HotpotQA since it does not have unanswerable
questions. For memory and storage efficiency, we
tie the pretrained language model weights among
all the components in our joint model. The models
are trained for 30 epochs for IIRC and 5 epochs
for HotpotQA fullwiki. Our most expensive ex-
periment takes about 1.5 days to run on two RTX
8000 (48GB) GPUs or one A100 (40GB) GPU,
while a typical experiment takes about half of that
computing power.5

5 Main Results on IIRC

Table 1 shows our main results on IIRC. We can
see that our proposed joint model with marginaliza-
tion outperforms the pipeline model by 5.2 and 4.8
points for QA exact match and F1 score, respec-
tively. While the 17.6 point improvement over the
baseline system seems large, the correct point of
comparison for our contribution in this work is our
pipeline system, which is simply an improved ver-
sion of the pipeline used by the baseline system.6

Another comparison worth noticing is that despite
the large improvement on the QA side, the retrieval
performance is slightly lower than its pipeline coun-
terpart. Our hypothesis is that our trained joint
model with marginalization can better utilize the
alternative contexts that are not marked as gold and
derive the correct answers based on them. Since
the retrieval performance is compared with only
the annotated evidence, the gain from alternative
contexts cannot be reflected in these numbers. We
explore this hypothesis in Section 5.1 and some
examples are shown in Section 7 and Appendix B.

To further understand the effectiveness of joint
modeling with marginalization comparing to the

5Note that our models are jointly trained, thus this is the
total training cost for both retrieval and reasoning.

6The main differences include using RoBERTa instead of
BERT during retrieval, adding a NULL option for evidence
retrieval and having a binary classifier for binary questions.
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Answer Types (%) Pipeline Joint Model

None (26.7%) 49.6 62.2 (+12.6)
Yes/No (9.8%) 52.3 62.5 (+10.2)
Span (45.6%) 48.4 47.2 (-1.2)
Number (17.9%) 30.0 35.6 (+5.6)

All (100%) 45.8 50.6 (+4.8)

Table 2: IIRC answer F1 breakdown by answer
types. Number in the brackets refer to the absolute im-
provement from the pipeline model.

pipeline model, we breakdown the QA perfor-
mance by different answer types in Table 2. Our
proposed method yields large performance gains
on unanswerable questions, and those with binary
and numerical answers. As we discussed in Sec-
tion 2, since the retrieval model cannot rely on
lexical overlap between contexts and correct an-
swers for these types of questions, it is harder for it
to learn from the false negatives, and the reasoning
model trained in a pipeline is more susceptible to
noise in the retrieved context. We also notice that
the QA F1 on span-type questions drops 1.2 points;
we think this is because the auxiliary loss we have
on invalid contexts slightly altered the distribution
to favor the unanswerable questions. To confirm
this, we removed the auxiliary loss and its QA F1
on span questions went back up to 48.7 points.

5.1 Analysis

Effectiveness of retrieval marginalization Ta-
ble 3 shows that training with marginalization im-
proves the final QA F1 performance by 2.7 points,
while doing slightly worse in terms of retrieving
annotated context. To go beyond pure numbers
and explain why modeling with retrieval marginal-
ization results in better final QA performance,
we analyzed 50 questions where the model with
marginalization correctly answered a question that
the model without marginalization missed, and 50
questions where the opposite was true. We found
that in 24% of the cases where the marginalization
model was correct, it relied on non-gold evidence
to make its prediction, while this was only true 4%
of the time for the model without marginalization.
This suggests that marginalization over retrieval
improves the QA performance by retrieving alter-
native contexts that can help reasoning. We show
some specific examples of this in Section 7 and
Appendix B.

Model Doc-F1 Rt-Recall QA F1

full model 87.3 62.0 50.6
- invalid context loss 87.5 62.5 49.2

- marginalization 87.8 62.2 47.9
- joint modeling 87.8 62.4 45.1

Table 3: Marginalization and other ablations on
IIRC. Note that the removal of parts (noted by "-")
from the full model is accumulative7. The last setting
is equivalent to a pipeline model with shared RoBERTa
weights.

Effectiveness of invalid context loss Without
the auxiliary loss on the subset of invalid contexts
during marginalization, we observe a 1.4 points
decrease in the QA performance. On further in-
spection, we found that the main reason was the
performance on the unanswerable questions, which
decreases 8.9 points in F1 (not shown in the table).

Effectiveness of joint modeling We also ex-
plore the setting where both marginalization and
joint modeling are taken away from our model.
This is similar to the pipeline setting but we min-
imize the sum of fully supervised losses from all
three models and the pretrained language model
weights are shared. The difference between rows
3 and 4 in Table 3 illustrates the performance im-
provements from joint modeling alone, which is
2.8 QA F1. We believe this is largely due to the
fact that when the model is jointly trained, the rea-
soning model is dynamically adapting to the noisy
retrieval results, which makes it more resilient to
noise at test time.

6 Results on HotpotQA

The general effectiveness of retrieval marginaliza-
tion and joint modeling on HotpotQA fullwiki is
displayed in Table 4. We observe a 4.8 QA F1
improvement with joint modeling and a further
4.1 points improvement with retrieval marginal-
ization. Similar to IIRC, joint modeling and re-
trieval marginalization improve final QA perfor-
mance despite inferior retrieval scores evaluated
against annotated supporting evidence. To better
understand how our proposed methods alter the re-
trieval and reasoning steps, we compare the output

7It is also a must because marginalization depends on
joint modeling and the auxiliary loss depends on having a
marginalization set.

8Here we compare with Multi-hop RAG, an adaptation of
RAG (Lewis et al., 2020) to HotpotQA fullwiki by Xiong et al.
(2020).
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SP QA
Model EM F1 EM F1

full model 14.3 60.7 58.6 71.2
- marginalization 18.2 63.1 54.4 67.1

- joint modeling 28.0 66.0 50.2 62.3

Previous work
SR-MRS (Nie et al., 2019) 39.9 71.5 46.5 58.8
T-XH (Zhao et al., 2019) 42.2 71.6 50.2 62.4
HGN (Fang et al., 2020) 50.0 76.4 56.7 69.2
Asai et al. (2020) 49.2 76.1 60.5 73.3
MDR (Xiong et al., 2020) 57.5 80.9 62.3 75.3
RAG8(Lewis et al., 2020) - - 51.2 63.9

Table 4: HotpotQA answer F1 on the development
set. Best performance in our ablation and from previ-
ous work are in bold. "-" denotes that no results are
available.

from our full model as well as the version without
marginalization and joint modeling. Interestingly,
while we found most alternative sources of evi-
dence are from the same document in IIRC, the
alternative evidence our full model locates for Hot-
potQA fullwiki is mostly from different documents.
We believe this is because HotpotQA fullwiki con-
siders far more documents (i.e., 5.2M in the whole
Wikipedia) than IIRC (i.e., less than 20 linked doc-
uments) for each question, but HotpotQA typically
use the introductory paragraph instead of the whole
document, giving less chance for inner-document
alternatives. Concrete examples are shown in Sec-
tion 7 and Appendix B

While the purpose of these experiments is to
show the effectiveness of our proposed methods for
mitigating the false negatives in HotpotQA rather
than competing with state-of-the-art models, we
do list some results from previous work in Table 4
to help put ours in context. With joint modeling
and retrieval, our full model achieves a QA F1 of
71.2 and EM of 58.6, surpassing several strong
baselines presented by previous work, though there
is still a non-trivial gap with state-of-the-art mod-
els. Potential improvements that are orthogonal to
our contributions include modeling document se-
lection as a sequence and condition selection based
on previous selected documents as done by Asai
et al. (2020) and Xiong et al. (2020), and using
stronger language models (e.g., ELECTRA (Clark
et al., 2019)). Note that all three modules of our
framework are simple classification models on top
of BERT, and that the formulation of our proposed
set-valued retrieval and marginalization are model-
agnostic.

7 Qualitative Analysis

As mentioned in Section 5.1 and Section 6, the
reason for our model to achieve higher QA scores
though having lower scores in matching annotated
evidence is that our model locates false-negative
evidence that can be used as alternatives for reason-
ing. In Table 5, we show two of such alternatives
our model found in the development set for IIRC
and HotpotQA fullwiki. From the IIRC example,
we can see that our model is able to find alternative
evidence in different sentences of the same gold
document (i.e., "Alexander Hamilton") or even in
a non-gold document (i.e., "Aaron Burr"), miti-
gating false-negatives annotations in sentence or
document retrieval. The HotpotQA example shows
that in multi-hop reasoning, key evidence is not
exclusively in documents titled with bridging en-
tity (i.e., "E Street band"), but also sometimes in-
cluded in a document for related third entity (i.e.,
"David Sancious") as well. This indicates that such
false-negative contexts can be more prevalent in
multi-hop QA settings.

8 Related Work

False-negative contexts in QA In terms of deal-
ing with false negatives in retrieved texts for ques-
tion answering, the most similar prior work to ours
is by Clark and Gardner (2017). However, they
focused only on span-type answers while we ap-
ply similar methods to more complex reasoning
types. False negative contexts are not exclusive
to IIRC or HotpotQA, but are a rather common
issue when scaling up QA to document or multi-
document level. In prior analysis of TyDiQA (Clark
et al., 2020) and Natural Questions (Kwiatkowski
et al., 2019), it is suggested that humans typically
have low recall on finding supporting evidence,
though they focused on dealing with such issues
in evaluation while we focus on altering the train-
ing process. Such issue was also found by pre-
vious work on HotpotQA, as Xiong et al. (2020)
noted that many of the "errors" in their document
retrieval model are actually valid alternative con-
texts. The false-negative contexts can also lead
to false-negative annotations of answer spans. In
some previous work (Chen et al., 2017; Hu et al.,
2019; Asai et al., 2020), it was shown effective to
manually add distantly-supervised examples in the
reasoning model’s training, while we try to solve
this problem from the retrieval part.
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IIRC EXAMPLE

Question: Who won the famous duel that took place in Weehawken?
Answer: Aaron Burr
Evidence in initial paragraph:
Hudson County, New Jersey: Weehawken became notorious for duels, including the nation’s most famous between
Alexander Hamilton and Aaron Burr in 1804.
Gold evidence:
Alexander Hamilton: Burr took careful aim and shot first, and Hamilton fired while falling, after being struck by Burr’s bullet.
Predicted alternative evidence:
1. Alexander Hamilton: Taking offense, Burr challenged him to a duel on July 11, 1804, in which Burr shot and mortally
wounded Hamilton, who died the following day.
2. Aaron Burr: Both men fired, and Hamilton was mortally wounded by a shot just above the hip.

HOTPOTQA FULLWIKI EXAMPLE

Question: What band did both Delores Holmes and an inductee to the Rock and Roll Hall of Fame sing in?
Answer: E Street Band
Gold evidence:
Garry Tallent : Tallent was inducted as a member of the E Street Band into the Rock and Roll Hall of Fame.
Predicted alternative evidence:
1. David Sancious : In 2014, Sancious was inducted into the Rock and Roll Hall of Fame as a member of the E Street Band.
2. E Street Band : The band was inducted into the Rock and Roll Hall of Fame in 2014.
Other evidence in common:
Delores Holmes : She was best known for her years as backup singer for the Bruce Springsteen Band during 1969 to 1972,
the last grouping before the E Street Band.

Table 5: Examples of alternative evidence retrieved for IIRC (up) and HotpotQA fullwiki (down) by our model.
Document titles are underlined and key information is marked in blue.

Joint models for retrieval and reasoning More
recent work such as ORQA (Lee et al., 2019) and
Dense Passage Retrieval (Karpukhin et al., 2020)
focus on modeling retrieval for question answering.
But their main focus is to develop efficient neural
retrieval systems that help to scale up QA to a large
corpus, which is orthogonal to our contribution in
mitigating false-negative contexts. Some recent
works also investigate the possibility of modeling
retrieval as a latent task and enabling end-to-end
training. REALM (Guu et al., 2020) used a neu-
ral retriever to augment language models with ex-
ternal knowledge for question answering. While
REALM also uses a maximum marginal likelihood
objective, it only marginalizes over retrieved doc-
uments. However, our model marginalizes over
a set of contexts consisting of evidence snippets
from different documents to account for set-valued
retrieval of variable sizes, which is crucial for multi-
document QA. RAG (Lewis et al., 2020) adopted
a similar method as REALM, but for sequence
generation tasks. RAG can be adapted to perform
multi-hop question answering (Xiong et al., 2020),
and we directly compared our results with multi-
hop RAG on HotpotQA fullwiki in the experiments.
Finally, our work leverages marginalization over
latent variables to deal with weak and noisy su-
pervision signals, which is reminiscent of using
maximum marginal likelihood for training weakly

supervised semantic parsers (Berant et al., 2013;
Krishnamurthy et al., 2017, among others).

9 Conclusion

We proposed a new probabilistic model for retriev-
ing set-valued contexts for multi-document QA and
show that training the QA model with marginaliza-
tion over this set can help mitigate the false neg-
atives in evidence annotations. Experiments on
IIRC and HotpotQA fullwiki show that our pro-
posed framework can learn to retrieve unlabeled
alternative contexts and improves QA F1 by 5.5 on
IIRC and 8.9 on HotpotQA.
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Failed modes In our case, failing to answer a
user-issued question may result in incorrect or mis-
leading information. Thus we should be careful
when put our systems into practical use.

Computation power Our most expensive exper-
iment takes about 1.5 days to run on two RTX 8000
(48GB) GPUs or one A100 (40GB) GPU, while
a typical experiment takes about half of that com-
puting power. While conducing experiments, we
made effort to take advantage of technologies such
as mixed-precision training to shorten our training
time under the same experiment setting and save
power consumption.
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A Model Implementation Details

Since the two datasets where we conduct our exper-
iments are different in terms of document length
and structure, reasoning types from questions and
possible answer types, here we describe the dataset-
specific implementation details for IIRC and Hot-
potQA.

A.1 Document Selection
Though IIRC and both settings from HotpotQA can
be seen as multi-document QA problems, the docu-
ments are structured differently. Accordingly we
handle the document selection part differently for
the two datasets, namely using different Encode(·)
functions mentioned in section Section 3.1. But
note that the outputs are all a set of documents (or
paragraphs for HotpotQA) with their probabilities,
so other parts of the framework remain the same.

Link prediction for IIRC. For IIRC, an initial
paragraph p is given and we need to follow certain
links in it, so the document selection problem can
be translated into a link prediction problem given
p and q. So for IIRC, we define Encode(·) as the
BERT embedding of the concatenated question-
paragraph sequence at the position of the link li to
the document di:

EncodeIIRC(di, q) = BERT[li]([q||p])

For IIRC, since we do not know how many links
needs to be followed to answer the questions, we
use P (di|q, p) = 0.5 as a threshold for document
selection.

HotpotQA fullwiki. To select paragraphs for
HotpotQA, we simply concatenate the question
and the first 64 tokens of the candidate paragraph
di, run it through BERT and take the embedding of
the separation token:

EncodeHotpot(d
i, q) = BERT[SEP]([q||di])

We further follow Asai et al. (2020) and apply their
trained recurrent retriever to retrieve a small subset
of relevant paragraphs D′ with the highest score.
We choose to use this model because they are the
best performing model on HotpotQA fullwiki set-
ting with public code. For a better learning signal,
we manually add the paragraphs marked as gold
if they are not already included in D′ but we only
use D′ at test time for a fair comparison under the
fullwiki setting.

A.2 Reading Comprehension Models
We use existing reading comprehension models for
both IIRC and HotpotQA. NumNet+ (Ran et al.,
2019) is used for IIRC since it can handle numer-
ical reasoning. We augment the model by adding
binary and unanswerable as two additional ques-
tion types to its question type classification model
and further introduce a binary classification model
for outputting "Yes" and "No" when a question is
classified as binary type. For HotpotQA, to handle
questions with binary answers, we append "yes or
no" to the start of the retrieved context to trans-
form its reasoning part to a pure span-prediction
problem. Then we follow Devlin et al. (2019) and
append two linear layers to the contextualized em-
beddings from transformer-based language models,
and they are used to separately model the starting
and ending position of the span.

B Retrieved Alternative Contexts

Here we show more examples of alternative con-
texts retrieved by our proposed methods, for the
development set for IIRC in Table 6 and for Hot-
potQA fullwiki in Table 7.
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Question: In what year was the football club joined by Haycock for one season in 1910 first founded?
Answer: 1884
Evidence in initial paragraph:
Fred Haycock: After a couple of years he ... and then Southern League clubs Luton Town and Portsmouth, before
returning to the Football League with Lincoln City in 1910.
Gold evidence:
Lincoln City F.C.: After the disbanding of Lincoln Rovers (formerly Lincoln Recreation) in 1884, Lincoln City FC
was formed.
Predicted alternative evidence:
Lincoln City F.C.: Previously, Lincoln City had played at the nearby John O’Gaunts ground since the club’s
1884 inception.

Question: Where was the representative who gave approval to read excerpts from McCaughey’s op-ed born?
Answer: Waterloo, Iowa
Evidence in initial paragraph:
Death panel: On July 27, excerpts from the McCaughey’s op-ed were read, with approval, by Representative (Rep.)
Michele Bachmann (R-MN) on the floor of the U.S. House of Representatives.
Gold evidence:
Michele Bachmann: Bachmann was born Michele Marie Amble in Waterloo, Iowa.
Predicted alternative evidence:
Michele Bachmann: Michele Marie Amble was born in Waterloo, Iowa on April 6, 1956, to Norwegian-American
parents David John Amble (1929–2003) and "Arlene" Jean Amble (née Johnson) (born c. 1932).

Question: Did the singer Nicholls opened for at the De La Warr Pavilion release any studio albums?
Answer: Yes
Evidence in initial paragraph:
Danni Nicholls: Nicholls also opened as support for Lucinda Williams at the De La Warr Pavilion Bexhill-on-Sea
for one of only two shows in the UK and completed ...
Gold evidence:
Lucinda Williams: In 1988, she released her self-titled album, Lucinda Williams.
Predicted alternative evidence:
Lucinda Williams: The American folk/rock band Augustana references the musician in the song "Meet You There,"
on their studio album Can’t Love, Can’t Hurt.

Table 6: Examples of alternative evidence retrieved for IIRC by our model. Document titles are underlined and
key information is marked in blue.

Question: What race track in the midwest hosts a 500 mile race every May?
Answer: Indianapolis Motor Speedway
Gold evidence:
1957 Indianapolis 500 : The 41st International 500-Mile Sweepstakes was held at the Indianapolis Motor Speedway
on Thursday, May 30, 1957.
Predicted alternative evidence:
1. 1974 Indianapolis 500 : The 58th 500 Mile International Sweepstakes was held at the Indianapolis Motor Speedway
in Speedway, Indiana on Sunday, May 26, 1974.
2. 1977 Indianapolis 500 : The 61st International 500 Mile Sweepstakes was held at the Indianapolis Motor Speedway
in Speedway, Indiana on Sunday, May 29, 1977.
Other evidence in common:
Indianapolis Motor Speedway : The Indianapolis Motor Speedway is an automobile racing circuit located in Speedway,
Indiana, (an enclave suburb of Indianapolis) in the United States.

Question: What is the middle name of the actress who plays Bobbi Bacha in Suburban Madness?
Answer: Ann
Gold evidence:
Bobbi Bacha : Bobbi Bacha is a Texas Private Investigator portrayed in 2004 TV Sony Pictures Movie "Suburban
Madness" played by actress Sela Ward.
Predicted alternative evidence:
Suburban Madness : Suburban Madness is an American crime drama television film, based on a true story, starring Sela
Ward as PI Bobbi Bacha of Blue Moon Investigations.
Other evidence in common:
Sela Ward : Sela Ann Ward (born July 11, 1956) is an American actress, author and producer, best known for her roles on
television beginning in the early ’80s.

Table 7: Examples of alternative evidence retrieved for HotpotQA fullwiki by our model. Document titles are
underlined and key information is marked in blue.


