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Abstract

Prior studies on text-to-text generation typi-
cally assume that the model could figure out
what to attend to in the input and what to in-
clude in the output via seq2seq learning, with
only the parallel training data and no addi-
tional guidance. However, it remains unclear
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[Question Generation]

[Source Input] In 2003, Nintendo
announced that a new The Legend of Zelda
game was in the works for the GameCube
by the same team that had created the cel-
shaded The Wind Waker. ... [SEP] 2003

[Target Output] What year
did Nintendo announce a
new Legend of Zelda was in
the works for Gamecube?

[Knowledge-Grounded Dialog]

[Source Input] Knowledge: Warner Bros.
Entertainment Inc. (formerly Warner Brothers
Pictures, Inc.) is an American entertainment
company that is a division of Time Warner
and is headquartered in Burbank, California.
Context: ... Is Warner Bros. based in

[Target Output] Warner
Bros. is actually in Burbank,
which | think is close to
Hollywood. Do you know
how Hollywood got its name?

whether current models can preserve impor-
tant concepts in the source input, as seq2seq
learning does not have explicit focus on the
concepts and commonly used evaluation met-
rics also treat concepts equally important as
other tokens. In this paper, we present a
systematic analysis that studies whether cur-
rent seq2seq models, especially pre-trained
language models, are good enough for preserv-
ing important input concepts and to what ex-
tent explicitly guiding generation with the con-
cepts as lexical constraints is beneficial. We
answer the above questions by conducting ex-
tensive analytical experiments on four repre-
sentative text-to-text generation tasks. Based
on the observations, we then propose a sim-
ple yet effective framework to automatically
extract, denoise, and enforce important in-
put concepts as lexical constraints. This new
method performs comparably or better than its
unconstrained counterpart on automatic met-
rics, demonstrates higher coverage for concept
preservation, and receives better ratings in the
human evaluation.!

1 Introduction

Text-to-text generation is an important research
problem with a broad set of applications, such as
dialog response generation (Dinan et al., 2019),
headline generation (Gu et al., 2020), and sum-
marization (Mao et al., 2020b). A distinct feature
of text-to-text generation (vs. free-form text gen-
eration) is that it is often desired to preserve the

“Equal contribution
'Our code is available at https://github.com/
morningmoni/EDE

Hollywood? It's a pretty funny story!

[Headline Generation]

[Source Input] Israel's air forces on
Monday launched a third missile strike on
Gaza city in less than four hours,
Palestinian witnesses said.

[Target Output] Israel
~—>7| launches third airstrike on
Gaza city.

Figure 1: Examples of text-to-text generation tasks
where preserving important input concepts is crucial
for producing satisfactory results.

concepts in the source input (see Fig. 1 for an il-
lustration). On one hand, concept preservation is
crucial for maintaining the factual consistency be-
tween the input and output (Maynez et al., 2020;
Nan et al., 2021). On the other hand, encouraging
the model to focus on important input concepts
may also improve its generation quality (Yao et al.,
2019; Li et al., 2020).

Mainstream text-to-text generation methods are
mostly data-driven, which “hope” to learn mean-
ingful mappings between source input and target
output via sequence-to-sequence (seq2seq) learn-
ing — this is particularly the case for the recent
pre-trained language models (PLMs) (Lewis et al.,
2020; Raffel et al., 2020), where seq2seq learning is
expected to identify what to attend to in the source
input and what to include in the model output, with
access to only parallel training data.

However, as seq2seq learning does not explicitly
focus on key concepts (e.g., named entities) and
commonly used evaluation metrics (e.g., BLEU
and ROUGE) also treat all the tokens in a sequence
equally important, it is unclear how many of the
important input concepts can be (or have been)
preserved. Existing attempts to alleviate the above
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issue use soft constraints, such as copy mechanism
or additional attention, to focus on (certain parts
of) the source input (See et al., 2017; Dinan et al.,
2019; Dou et al., 2021). Nevertheless, they still lack
explicit guidance and resort to seq2seq learning
itself to figure out what is important, without any
guarantee of the model output or evaluation on the
input concept preservation.

Explicit guidance for text generation can be
achieved by lexically (hard) constrained genera-
tion (LCGen), which specifies lexical constraints
(tokens) that must be included in the model out-
put. However, to what extent guiding text-to-
text generation with lexical constraints works in
general remains unknown, as existing studies on
LCGen (Hokamp and Liu, 2017; Post and Vilar,
2018; Zhang et al., 2020b) focus on scenarios
where gold (ground-truth) constraints are given
(e.g., generate a story using user-specified key-
words), while in generic text-to-text generation
tasks the constraints (target output) are unavailable.

In this paper, we present a systematic analysis on
generic text-to-text generation to understand (1) the
abilities of seq2seq models, especially the PLMs,
for preserving important input concepts and (2)
whether more explicit guidance that uses important
input concepts as lexical constraints can comple-
ment seq2seq learning. We select four represen-
tative tasks where preserving important concepts
(entities) in the source input and incorporating them
in the model output is essential, including question
generation, knowledge-grounded dialog, headline
generation, and abstractive summarization. We ex-
amine the effectiveness of guiding generation with
the important input concepts as lexical constraints,
where the concepts are either obtained by compar-
ing the source input with the target output in an
analytical study or automatically extracted from
the source input in a practical setting.

Specifically, in the analytical study, we first eval-
uate how many of the concepts found in the target
output (named gold concepts) are available in the
source input, and how many of them are already
preserved by seq2seq models. We then investigate
the room for improvement if we guide generation
with the gold concepts as lexical constraints (named
gold constraints). Next, when the target output
is unavailable, we propose a simple yet effective
framework, named EDE, to automatically Extract,
Denoise, and Enforce input concepts as lexical con-
straints. EDE achieves significant improvement on

two tasks and moderately better or comparable per-
formance on the other two under sequence-level au-
tomatic evaluation. Moreover, EDE receives better
ratings in the human evaluation and demonstrates
higher coverage in the concept-level evaluation on
all the tasks that we examine.

Contributions. (1) We analyze whether current
PLMs for text-to-text generation are good enough
for preserving important input concepts via seq2seq
learning. (2) We study the usefulness of guiding
generation explicitly with important input concepts
as lexical constraints. (3) We propose a frame-
work to automatically extract, denoise, and enforce
concept constraints, which achieves comparable or
better performance than unconstrained generation
on a range of text-to-text generation tasks.

2 Analysis on Concept Preservation

In this section, we conduct a series of analytic ex-
periments on concept preservation, which tries to
answer the following two questions:

Q1: Is the current “PLMs+seq2seq fine-tuning"
paradigm for text-to-text generation good at pre-
serving the important concepts in the source input?

Q2: What is the room for improvement if we guide
text-to-text generation by enforcing high-quality
(gold) concepts as lexical constraints?

2.1 Analysis Setup

We conduct extensive analytical experiments on
four text-to-text generation tasks including ques-
tion generation, knowledge-grounded dialog, head-
line generation, and abstractive summarization. All
the tasks require the model to preserve important
concepts (entities) in the input and include them
in the output in order to achieve satisfactory re-
sults. Correspondingly, we consider the input as
the source of lexical constraints and the entities in
the target output as the desired (gold) constraints.
To answer Q1, we first evaluate the availability
of concepts, namely how many of the gold concepts
appearing in the target output can be found in the
source input. We then conduct a manual analysis to
study why some of the gold concepts are missing
in the source input. Finally, we analyze model
performance by matching gold concepts with the
unconstrained model output, which reveals how
many of the important input concepts are already
preserved without the use of explicit constraints.
To answer Q2, we use the gold concepts as lexi-
cal constraints to guide the generation process. We
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first estimate an ideal upper bound by enforcing all
the gold constraints taken from the target output.
We next remove the gold constraints that cannot be
found in the source input and examine how large
the gap is from the ideal upper bound.

2.2 Tasks and Datasets

Question Generation. Question generation is the
task of generating a question given a passage and
the corresponding answer. Ideally, a seq2seq model
would learn to focus on the relevant information
surrounding the answer span and reuse some of
the concepts in the source input as part of the gen-
erated question. We use the SQuAD 1.1 dataset
(Rajpurkar et al., 2016), which is repurposed by Du
et al. (2017) for question generation.

Knowledge-Grounded Dialog. Knowledge-
grounded dialog involves utterances with ground-
ings to specific knowledge sources. It is used as
another test case for our analysis as the model is
supposed to extract important concepts from the
grounded knowledge when appropriate. We use the
Wizard of Wikipedia (WoW) dataset (Dinan et al.,
2019) for evaluation. As we focus on generation
instead of knowledge retrieval, we adopt the gold
knowledge setting of WoW where the sentences
with relevant knowledge are provided and use the
test split that consists of new dialogues under over-
lapping topics with the training set.

Headline Generation. Headline generation fits
our analysis as a headline usually consists of the
most important concepts in the input article. We
use the English Gigaword dataset (Napoles et al.,
2012) for evaluation. As training on the full train-
ing set of Gigaword (Rush et al., 2015) is compu-
tationally prohibitive, we adopt two low-resource
settings where the 10k training examples in Dong
et al. (2019) and the first 300k of the 3.8M training
examples are used.

Abstractive Summarization. Abstractive summa-
rization is used as another testbed as a summary
generally involves important concepts in the source
document. We take two widely used news sum-
marization datasets, CNN/Daily Mail (CNN/DM)
(Nallapati et al., 2016) and XSum (Narayan et al.,
2018), for evaluation, where CNN/DM is more
extractive (Mao et al., 2020a) and XSum more ab-
stractive (Maynez et al., 2020) in nature.

2.3 Constrained Generation

Next, we briefly introduce constrained generation
and the specific methods used for our analysis.

Hard Constrained Generation. Lexically (hard)
constrained generation (LCGen) specifies lexical
constraints (tokens) that must be present in the
model output. Compared to soft constrained gen-
eration, LCGen has the advantage of ensuring the
presence of certain input concepts explicitly, but
it could also be problematic when the enforced
constraints are noisy (inappropriate). We choose
from LCGen methods that enforce constraints by
constraining beam search (Hokamp and Liu, 2017
Post and Vilar, 2018), as they function at the in-
ference stage and can be easily combined with dif-
ferent seq2seq models, making our analysis more
generalizable. In contrast, sampling-based and
insertion-based approaches are not easily applica-
ble to generic text-to-text generation, as they typ-
ically involve specialized training schemes or do
not accept other inputs than the constraints (Miao
et al., 2019; Zhang et al., 2020b; Sha, 2020).
Specifically, we take dynamic beam allocation
(DBA) (Post and Vilar, 2018) for our analysis, as
it has higher efficiency than other LCGen meth-
ods that constrain beam search (Hokamp and Liu,
2017). DBA revises the process of beam search by
dividing the beam into a number of groups (named
banks), each of which stores the hypotheses that
satisfy the same number of constraints. DBA can
ensure that every constraint is present in the model
output, as the <EOS> token is only allowed when
all the constraints are met. At each decoding step,
there are three sources of candidates: (1) the top-k
tokens across all hypotheses as in standard beam
search; (2) all unfulfilled constraint tokens for each
hypothesis; and (3) the single-best token for each
hypothesis. The banks are trimmed by the sequence
probability if the total number of candidate tokens
is beyond capacity (beam size).
Soft Constrained Generation. We additionally
examine the effectiveness of soft constrained gen-
eration for comparison. There are various types
of soft constraints and we particularly consider the
type which implicitly specifies input texts that the
model needs to focus on. We use copy mecha-
nism as a representative example for this purpose.
Copy mechanism estimates the importance of to-
kens in the source input and learns to copy them
when appropriate, which is useful for preserving
the important concepts in the input, especially rare
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concepts that the model does not get enough ex-
posure to during training. For PLMs, we take the
encoder-decoder cross attention in the last decoder
layer as the copy distribution (Xu et al., 2020).

2.4 Experimental Settings

We use BART (Lewis et al., 2020) as the major
base model for analysis. We use spaCy (Honni-
bal and Montani, 2017) to extract the entities from
the target output as the gold concepts, the qual-
ity of which is shown to be reasonably good for
the source-target alignment in summarization (Nan
et al., 2021). We mainly use exact matching to be
consistent with the current automatic metrics that
generally consider lexical overlap, while also man-
ually analyzing the missing concepts to address the
limitation of exact matching. More implementation
details can be found in App. A.

2.5 Results and Analysis

Concept Availability. We first examine how many
of the gold concepts can be found in the source
input. A high degree of concept overlap between
the source input and target output is expected, since
the tasks require groundings to the input particu-
larly. As listed in the 3rd column of Table 1, even
if the task requires groundings to the input, it is
not uncommon that the corresponding dataset in-
volves extrinsic information accidentally, i.e., the
target output contains information that cannot be
found in the source input. The issue is most severe
on Gigaword and XSum: around half of the gold
concepts are not found in the source input, which
coincides with recent studies on the factual consis-
tency of text-to-text generation (Matsumaru et al.,
2020; Maynez et al., 2020).

Task [C] [CnX|/IC] 1CNYyl/IC] 10N Yesl/ICNX]
SQUAD  1.I5  735% 46.6% 59.4%
WoW 101 704% 57.0% 78.9%
Gigaword 1.62  51.9% 43.6% 75.4%
CNN/DM  6.68  88.7% 58.9% 66.0%
XSum 276 477% 48.7% 69.7%

Table 1: Statistics of concept availability (3rd column)
and fulfillment (4th and 5th columns). |C| denotes the
number of gold concepts. X and Yy, denote the con-
cepts in source input and unconstrained model output.

Manual Analysis on Missing Concepts. To fur-
ther study why certain gold concepts cannot be
found in the source input, we conduct manual anal-
ysis of 50 examples on each dataset and categorize
the reasons into the following groups: (Spell): the

70 62,3 Spell B Miss NER B Knowledge
60 56.8 56.7
50 4623 453
540 35.2 34.0
£30
& 226 28,
20 6o 189
111 13.3 13.3
9.4
10 . 5.7 4 4 Iﬂ-1 .7
0 . | | | | |
SQUAD WoW Gigaword ~ CNN/DM XSum

Figure 2: Categories of why certain gold concepts in
the target output cannot be found in the source input.

target output and source input use different terms
to refer to the same concept (e.g., synonyms, pro-
nouns), which are not matched by lexical overlap.
(Miss): the concept is indeed missing in the in-
put. (NER): the concept is not a proper entity due
to named entity recognition errors. (Knowledge):
the concept is rephrased with commonsense knowl-
edge (e.g., “on Valentine’s Day” to “in February”).

As shown in Fig. 2, for most datasets, the ma-

jor reason that gold concepts are missing is simply
that they are spelled differently and not found by
exact matching. That said, three of five datasets
still have 10%+ missing gold concepts after ruling
out this factor.” Such findings suggest that we need
to put more effort to factual consistency when cre-
ating text-to-text generation datasets and remove
problematic (hallucinated) examples from existing
datasets if possible. The quality of gold concepts
(NER) is reasonably high except for SQuAD. Nev-
ertheless, after a closer look we find that most NER
errors on SQuAD are repeated ones (e.g., “what
year” is often incorrectly recognized as date) that
can be easily fixed manually.
Concept Fulfillment. We next study concept ful-
fillment, i.e., matching the gold concepts with the
model output to examine how many of the impor-
tant concepts have been preserved without the use
of constraints.

As shown in the 4th column of Table 1, roughly
half of the gold concepts are preserved through
standard seq2seq learning. The unconstrained
model performs especially poorly on SQuAD and
CNN/DM, as the gap between the concepts in the
source input and those in the model output (the 3rd
and 4th columns) is quite large. Interestingly, the
model output contains more gold concepts than the
source input on XSum, possibly because the signif-
icant level of extrinsic information in the target out-

2We obtain a percentage estimation of actual missing con-
cepts by (1 — |C'NX|/|C|) x Miss%, which is 2.5%, 10.4%,
16.4%, 1.8%, and 29.7% for the 5 datasets, respectively.

5066



put of XSum encourages the model to hallucinate.
If we only consider available gold concepts (the
5th column), the degree of concept fulfillment is
improved consistently but remains relatively low.’
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Figure 3: Room for improvement of enforcing lexical
constraints when all gold constraints (All) or only those
found in the input are used (Available).

Upper bounding. In Fig. 3, we list the ROUGE
F1 scores when enforcing all the gold concepts
as constraints (all) and only those found in the
input (available). We observe that the room for
improvement is usually high when all the gold con-
straints are used, but may become smaller if those
constraints not found in the source input are ex-
cluded, especially on Gigaword and XSum, the
two datasets with more extrinsic information. One
exception is CNN/DM, where using available con-
straints performs better than using all. We hypothe-
size that this is because CNN/DM involves longer
output and much more concepts than other tasks,
which together may mislead the beam search pro-
cess if the beam is mostly occupied for fulfilling
the constraints. A reduced number of constraints is
hence more appropriate for it.

The results above indicate that when guiding
generation with important input concepts as lexi-
cal constraints, it could be seemingly difficult to
improve overall output quality on datasets that in-
volve abundant extrinsic information. That said,
as commonly used metrics like ROUGE conduct
sequence-level evaluation without distinguishing
different tokens or identifying concepts, one also
needs to examine model performance by measuring
concept preservation in particular to truly reflect
the effectiveness of LCGen (Sec. 4.3).

3The actual degree of concept fulfillment is likely to be
higher as exact matching is used but the comparative analysis
is still valid. More rigorously, one may again conduct manual
analysis to categorize the missing concepts in model output.

3  Guiding Text-to-Text Generation with
Extracted Concepts

In this section, we study a practical setting where
automatically extracted concepts are used as con-
straints (named automatic constraints), with the
following research question in mind:

Q3: Can we automatically extract important in-
put concepts and use them as lexical constraints to
guide text-to-text generation?

3.1 Automatic Constraint Extraction

Existing studies on LCGen generally focus on sce-
narios where the gold constraints are provided and
the model output is centered on the constraints, but
for most applications in text-to-text generation, the
gold constraints (target output) are not accessible.
One thus needs to conduct automatic constraint
extraction from the source input. While it is not un-
common to extract keywords from the source input
to help generation, previous methods (Yao et al.,
2019; Li et al., 2020) typically use them as soft con-
straints via attention instead of lexical constraints
that guide the generation process explicitly.

To extract constraints automatically, we create
constraint labels on the training set by mapping
gold concepts from the target output to the source
input (as in the study of concept availability). We
then train a state-of-the-art keyphrase extraction
model, BERT-KPE (Sun et al., 2020), to predict
constraints during test time. BERT-KPE uses con-
textualized representation and jointly optimizes
keyphrase identification and ranking. We conduct
constraint extraction independently as our prelimi-
nary experiments suggest that multi-task learning
of text-to-text generation and constraint extraction
does not appear particularly helpful. Also, decou-
pling the two tasks makes our framework generally
applicable to different trained seq2seq models.

3.2 Constraint Denoising

Unlike using the gold constraints, directly enforc-
ing all the automatic constraints is likely to worsen
generation as some of the extracted constraints are
inappropriate (see example in Fig. 4). Therefore,
we propose a Denoised variant of DBA, named
DDBA, which is designed specifically for dealing
with automatic constraints that are noisy in nature.
DDBA conducts step-level dynamic constraint de-
noising by modifying the DBA method as follows.

First, only constraints deemed appropriate at a
decoding step are added to the beam instead of all
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[Source Input] Tajikistan has a population of 7,349,145 (July 2009 est.) of which 70% are under the age of 30 and 35% are between the
ages of 14 and 30. Tajiks who speak Tajik (a dialect of Persian) are the main ethnic group, although there are sizable minorities of Uzbeks and
Russians, whose numbers are declining due to emigration. The Pamiris of Badakhshan, a small population of Yaghnobi people, and a sizeable
minority of Ismailis are all considered to belong to the larger group of Tajiks. All citizens of Tajikistan are called Tajikistanis. [SEP] 70%

Tajikistan
the age of 30
Tajikistanis

Denoise

Tajikistan (used)
the age of 30
Tt :

DBA -------- Trreeeellls V[ What percentage of Tajikistan's population is under ___

[Current Step]

{ [DBA] What percentage of Tajikistan's population is the age of 30 Tajikistanis)]. ]

of Tajikistan is under 30 years old?

[Target Output] What percent of the population ‘

{ [DDBA] What percentage of Tajikistan's population is under the age of 30? }

-

J

Figure 4: Illustration of the proposed framework EDE with a real example. DBA enforces all lexical con-
straints and results in nonfluency, while DDBA filters the noisy constraint and generates output with higher quality.

unmet constraints like DBA. We use the genera-
tion probability in seq2seq models to measure the
appropriateness of constraints. Intuitively, inappro-
priate constraints that would cause nonfluency at
the current step are likely to receive low probability
scores and thus filtered. Another advantage of dy-
namic constraint denoising is that by filtering noisy
constraints, more beam space is saved for better se-
quences that are likely to lead to a final output with
higher quality. Second, unlike DBA, DDBA allows
the <EOS> token even when not all the constraints
are fulfilled. In this way, the model is not forced
to include noisy constraints in its output. Note that
not satisfying all constraints is acceptable since our
goal is not to fulfill all the constraints but rather
use them to guide generation.

Comparison w. Supervised Denoising. We con-
sidered training supervised classifiers using fea-
tures such as self-attention and copy distribution
to predict constraint quality, but found that simply
filtering the constraints by their token probability
at the current decoding step performs competitively
with better efficiency, and hence use the vocabulary
probability distribution as the scoring function in-
stead (more details are in App. B). We observe that
DDBA, despite its simplicity, improves the quality,
especially fluency, of constrained generation under
both automatic and human evaluations.

4 Experiments

In this section, we conduct experiments of guiding
generation with automatic constraints and compare
with the base as well as state-of-the-art models.
The constraints are automatically extracted without
access to the target output.

4.1 Automatic Evaluation

Question Generation. We show the performance
comparison of question generation on SQuAD in
Table 2. EDE (DBA) leads to worse BLEU-4 and
ROUGE-L but higher METEOR, which is possi-
bly due to the noise in the automatic constraints
and the fact that METEOR uses stemming and
synonymy matching in addition to exact matching,
which successfully matches terms with different
spellings. In contrast, EDE (DDBA) performs sig-
nificantly better than EDE (DBA) and vanilla un-
constrained BART (up to +4.3/4+2.5 on BLEU-4),
consistently outperforming existing baselines with
BARTY,se and achieves new state-of-the-art results
with BART 3¢ 0n BLEU-4 and ROUGE-L. Copy
mechanism generally leads to higher ROUGE-L
but worse performance on the other two metrics.

Method BLEU-4 METEOR R-L
NQG (Du et al., 2017) 12.28 1662 3975

SemQG (Zhang and Bansal, 2019) 20.76 24.20 48.91
ERNIE-GENy,. (Xiao et al., 2020) 2228 25.13 50.58
BARThse 22.46 24.29 49.65
EDE (BARTy,s.+DBA) 20.37 25.30 47.42
EDE (BART,s.+DDBA) 24.57 25.82 51.73
BART-COPYpyse 22.36 24.21 50.01
EDE (BART-COPY,s.+DBA) 20.27 25.17 48.27
EDE (BART-COPYy,s.+DDBA) 24.02 25.59 52.20
UniLMirge (Dong et al., 2019) 22.12 25.06 51.07
ERNIE-GENjye (Xiao et al., 2020) 25.40 26.92 52.84
BARTqrge 2322 24.89 50.03
EDE (BART 45 +DBA) 21.40 25.69 47.99
EDE (BART 45 +DDBA) 25.77 26.77 52.68
BART-COPY qrge 22.95 24.98 50.90
EDE (BART-COPY 5. +DBA) 20.81 25.78 49.18
EDE (BART-COPY e +DDBA) 25.00 26.61 53.29

Table 2: Performance comparison of question gener-
ation on SQuAD. R is short for ROUGE. Best and
2nd best methods are bold and underlined, respectively.

Knowledge-Grounded Dialog. We show the re-
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Method F1 R-1 R-2 R-L

ESCA-BERT (Haonan et al., 2021) 29.1 3035 1643 28.07
Two-Stage MemNet (Dinan et al., 2019) 30.7 31.04 16.89 28.72
E2E MemNet (Dinan et al., 2019) 355 3734 19.76 33.02
BARTpase 39.1 40.63 2293 35.82
EDE (BARTpge+DBA) 377 3922 2099 34.20
EDE (BART}ase+DDBA) 39.5 41.25 23.69 36.77
BART-COPY pyse 394 4099 2345 3639
EDE (BART-COPYyse+DBA) 38.8 4035 2251 3535
EDE (BART-COPY,.+DDBA) 397 4137 23.66 36.76
Table 3: Performance comparison of knowledge-

grounded dialog on WoW. R is short for ROUGE.

sults of knowledge-grounded dialog on WoW in
Table 3. We observe that adding both hard and
soft constraints helps with the generation process,
which again implies that more explicit guidance
than pure seq2seq learning could still be beneficial
even for the PLMs. The improvement is consistent
with the relatively high upper bound of WoW when
available gold constraints are used. Also, enforcing
all constraints via DBA without dynamic filtering
seems to be more detrimental than helpful.
Headline Generation. We show the results of
headline generation in Table 4. The improvement
of EDE on Gigaword is not as much as previous
tasks, which is probably because the concept avail-
ability on Gigaword is low and it is hard to extract
and utilize meaningful concepts from the source
input. Nevertheless, we will later show that EDE
is preferred in the human evaluation and also pre-
serves the input concepts better on Gigaword.

Method R-1 R-2 R-L
Transformer (Vaswani et al., 2017) 10.97 223 10.42
MASS (Song et al., 2019) 25.03 948 2348
op  UniLMyyge (Dong et al., 2019) 3296 14.68 30.56
£ BARTjge 3408 1545 31.28
S EDE (BARTye+DBA) 3312 1479 30.24
% EDE (BARTyg+DDBA) 34.15 1556 31.29
~  BART-COPYjyge 3410 15.09 31.24
EDE (BART-COPY g +DBA) 33.06 14.20 30.00
EDE (BART-COPY yge+DDBA) 3422 1523 31.36
BARTye 3598 17.50 33.07
£  EDE (BARTyae+DBA) 3477 16.08 31.30
E EDE (BART},.+DDBA) 36.04 17.52 33.09
i BART-COPYpyse 36.35 17.78 33.55
§ EDE (BART-COPY . +DDBA) 3550 15.58 3243
EDE (BART-COPY},+DDBA) 3639 17.72 33.78

Table 4: Performance comparison of headline genera-
tion on Gigaword. We only compare with BART when
using 300k training examples as state-of-the-art meth-
ods use the full training set.

Abstractive Summarization. We list the results
of abstractive summarization in Table 5. The perfor-
mance of EDE is comparable to its unconstrained

Method R-1 R-2 R-L
BertSum (Liu and Lapata, 2019) 42.13 19.60 39.18
E PEGASUS (Zhang et al., 2020a) 44.17 21.47 41.11
% BART yrgc 44.16 21.28 40.90
O EDE (BARTjyg.+DBA) 4322 2037 40.04
EDE (BART ;5. +DDBA) 44.06 20.41 40.89
BertSum (Liu and Lapata, 2019) 38.81 16.50 31.27
s PEGASUS (Zhang et al., 2020a) 47.21 24.56 39.25
5
;’3 BARTyrge 45.14 2227 37.25
EDE (BART 4. +DBA) 4533 22.32 37.12
EDE (BART ;. +DDBA) 4540 22.38 37.18

Table 5: Performance comparison of abstractive sum-
marization on CNN/DM and XSum.

counterpart on both datasets. Better performance
may be achieved when the constraint extraction
method is improved. Apart from sequence-level
evaluation (ROUGE), we observe that EDE is con-
sistently better at concept preservation in concept-
level evaluation (Sec. 4.3).

4.2 Human Evaluation

In addition to automatic evaluation, we further con-
duct human evaluation with the following three
aspects: closeness, relevancy, and fluency (Prabhu-
moye et al., 2019). Closeness measures the simi-
larity between the model output and target output.
Relevancy considers the quality of model output
directly with the source input, since there are usu-
ally more valid outputs than the target output for
generation tasks. Fluency of the model output is
on a scale of 1 (unreadable) to 4 (perfect).

We randomly sample 50 examples on each task
and conduct pairwise comparisons between BART,
EDE (DBA), and EDE (DDBA) with the help of
three external annotators. As listed in Table 6, the
results are largely consistent with automatic evalu-
ation. For example, DBA leads to a similar number
of better and worse outputs over BART on SQuAD
and more worse cases on Gigaword, while DDBA
outperforms BART more stably on both datasets for
closeness as well as relevancy. The gaps are gener-
ally larger on relevancy than closeness, indicating
that DDBA is preferred by humans when not com-
paring with the target output directly. DDBA also
consistently outperforms DBA on both aspects and
largely shares more similarities (ties) with BART
due to its denoising function. The fluency ratings
of BART, DBA, and DDBA are 3.82, 3.52, and
3.88 on SQuUAD, and 3.34, 2.92, 3.26 on Gigaword.
Such results indicate that DBA has negative im-
pacts on generation fluency, while the fluency of
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DDBA is comparable and sometimes even better
than unconstrained generation.

Task Model Win Tie Lose
SQuAD DBA vs. BART 24% 50% 26%
Closeness DDBA vs. BART 16% 76% 8%
DDBA vs. DBA  30% 46% 24%

DBA vs. BART 18% 66% 16%
Relevancy DDBA vs. BART 16% 82% 2%
DDBA vs. DBA 24% 68% 8%

DBA vs. BART  14% 64% 22%
Closeness DDBA vs. BART 18% 68% 14%
DDBA vs. DBA  24% T72% 4%

DBA vs. BART 2% 50% 28%

Relevancy  DDBA vs. BART 26% 54% 20%
DDBA vs. DBA 26% 70% 4%

Table 6: Pairwise human evaluation comparing BART,
EDE (DBA), and EDE (DDBA). We list the results on
two datasets here and provide the rest in App. C.

4.3 Evaluation on Concept Preservation

As sequence-level metrics consider all the tokens
equally important and can only measure overall
generation quality, we further conduct concept-
level evaluation to measure model performance on
concept preservation in particular. We first examine
the quality of extracted concepts (automatic con-
straints) in Table 7. We observe that the F1 scores
on different datasets are largely in the range of 0.4
to 0.5, which is on par with the state-of-the-art
performance on keyphrase extraction benchmarks
(Meng et al., 2017).

Task Precision Recall F1

SQuAD 29.1 629 39.8
Wow 354 53.1 425
Gigaword 41.1 478 442
CNN/DM 52.0 50.1  51.0
XSum 38.5 58.3 464

Table 7: Quality of automatically extracted concepts
(constraints) on different text-to-text generation tasks.

Similarly, we next analyze concept preservation
of seq2seq models and show the results in Fig. 5.
We only consider gold concepts available in the
source input for a fair evaluation. We observe that
DBA generally leads to higher recall but lower
precision, while DDBA balances the two metrics
and consistently achieves the best F1. The im-
provements are most remarkable on datasets where
the unconstrained model could not preserve input

70
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Figure 5: Comparison on concept preservation. EDE
(DDBA) consistently achieves the best F1 score across
different tasks.

concepts well (e.g., +3.6 on SQUAD and +1.1 on
CNN/DM) and less significant if the unconstrained
model already preserves most of the concepts or
the dataset involves abundant extrinsic information.

4.4 Takeaways

From the analysis on concept preservation and
model performance when automatic constraints are
used, we can see that EDE is likely to improve over-
all generation quality when the upper bound perfor-
mance using available gold concepts is high. EDE
may not be very effective when many gold concepts
cannot be found from the source input, which is an
issue caused by mixed factors: (Dataset) the target
output itself could be problematic and involve ex-
trinsic concepts; (Model) concept extraction uses
exact matching and misses some of the concepts;
(Evaluation) existing metrics also use exact match-
ing and would not recognize model improvement
even if the concepts with different spellings are ex-
tracted. That said, EDE still achieves comparable
or better performance than its unconstrained coun-
terpart under sequence-level evaluation (overall
quality) and better preserves input concepts under
concept-level evaluation (concept preservation).

5 Related Work

Hard Constrained Generation. Lexically (hard)
constrained generation (LCGen) has been adopted
in various applications. One line of LCGen meth-
ods involves specialized model design or training
schemes, which is thus not easily applicable to
generic text-to-text generation (Miao et al., 2019;
Zhang et al., 2020b; Sha, 2020). Other methods
constrain the search space during decoding and can
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be plugged into fine-tuned models without addi-
tional training (Hokamp and Liu, 2017; Post and
Vilar, 2018). The constraints used in existing stud-
ies are either from external sources (Hokamp and
Liu, 2017) or taken directly from the target out-
put (Post and Vilar, 2018; Zhang et al., 2020b;
Sha, 2020). Different from the previous settings of
LCGen where the goal is to generate outputs satis-
fying the specified constraints, our study focuses
on how to use lexical constraints to guide genera-
tion in more generic tasks. That is, the model can
decide to take (or ignore) any constraints as long
as the decisions are beneficial for generation.

Soft Constrained Generation. Soft constrained
generation does not specify lexical constraints ex-
plicitly but encourages the model to attend to cer-
tain input texts. In text-to-text generation tasks
where incorporating important concepts of the
source input into the model output is essential,
the soft constraints are usually achieved by atten-
tion mechanism to the source document (See et al.,
2017; Dou et al., 2021) or some additional inputs
such as keywords (Yao et al., 2019; Li et al., 2020)
and external knowledge (Dinan et al., 2019).
Factual Consistency of Text-to-Text Generation.
Accurately preserving the important concepts of the
source input is critical for many text-to-text genera-
tion tasks to ensure the factual consistency between
the source input and model output. However, re-
cent studies (Maynez et al., 2020; Zhou et al., 2020)
show that models learned in a seq2seq manner are
prone to hallucinate unfaithful or nonfactual infor-
mation, hindering their applicability to real-world
applications. Guiding text-to-text generation with
explicit constraints has been recently shown to help
alleviate model hallucination and improve factual
consistency (Mao et al., 2020c).

6 Conclusion

In this work, we examine whether current pre-
trained language models for text-to-text generation
are good enough for preserving important concepts
in the source input without explicit guidance but
pure seq2seq learning. We conduct extensive ana-
lytical experiments on a range of text-to-text gener-
ation tasks and study when adding important input
concepts as lexical constraints can help guide text-
to-text generation. We propose a simple yet effec-
tive framework for automatic constraint extraction,
denoising, and enforcement, which is shown to
perform comparably or better than unconstrained

generation in various text-to-text generation tasks
and better preserves important input concepts.
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A Implementation Details

We use Nvidia GTX 2080 Ti and Quadro RTX 8000
for the training of BART}a5e and BART e, respec-
tively. The evaluation metrics for each task are
consistent with existing methods for comparison.
For constraint extraction, we remove a constraint
completely before entering the generation process
if its score predicted by the keyphrase extraction
model is lower than a threshold (tuned to optimize
constraint F1 score for each task). LCGen is typ-
ically slower than standard beam search but the
runtime overhead is acceptable when the beam size
is not too large (we set it no larger than 20) and the
number of constraints is small (most tasks involve
one to two constraints on average).

B Supervised Denoising

In our preliminary experiments, we consid-
ered training a supervised classifier to estimate
step-level constraint importance during decoding.
Specifically, we use the following features to mea-
sure constraint importance: two dynamic features
based on the token probability in the vocabulary dis-
tribution and the token probability in the copy distri-
bution (if available); Two static features, out-degree
and in-degree centrality defined below, based on
the transformer self-attention of source tokens.

Source token centrality is based on a directed
graph built upon the self-attention (Xu et al.,
2020). Let G = (V,FE) denote a graph rep-
resenting the encoder self-attention, where ver-
tices V' denote the source tokens and E(i,j) de-
note the self-attention from token ¢ to j with
>.; E(i,j) = 1. The out-degree centrality of to-
ken i is defined as }_; E(i,j), which measures
the degree a token ¢ contributes to other tokens.
A transition probability matrix 7' is defined as
T(i,j) = E(,5)/>2; E(i,7), where the self-
attention is normalized by the out-degree centrality.
The in-degree centrality of token ¢ is defined as
Z 7 T(] ) Z) .

We first run EDE and store the intermediate dy-
namic features during decoding. Then, those gold
constraints with a generation probability greater
than a threshold at a certain decoding step are
treated as positive examples. As the features are all
scalar, we use random forest as the classifier due
to efficiency considerations. Other conventional
classifiers performed worse in our experiments.
The comparison between DDBA (supervised) and
DDBA (unsupervised) is shown in Table 8. We

observe that the performance of the two variants is
rather similar, which is possibly because there are
no step-level labels that determine whether it is ap-
propriate to use a constraint at a specific decoding
step, and we have to use approximate labels that
also depend on the generation probability.

We also explored using reinforcement learn-
ing that assigns sequence-level reward (e.g., the
scores on evaluation metrics) to bypass the lack of
step-level labels. However, reinforcement learning
turned out to be unstable and costly to learn.

Method BLEU-4 METEOR R-L

DDBA (supervised) 24.14 2543 51.67

DDBA (unsupervised) 23.98 25.44 51.69
Table 8: Comparison of DDBA (supervised) and

DDBA (unsupervised) on question generation.

C Human Evaluation

In Table 9, we provide additional results on human
evaluation. The results are largely consistent with
automatic evaluation: EDE (DDBA) performs sig-
nificantly better than BART on question and dialog
generation, moderately better on headline genera-
tion, and comparable on summarization.

Task Model Win Tie Lose
WoW DBA vs. BART 12% 60% 28%
Closeness DDBA vs. BART 18% 70% 12%
DDBA vs. DBA  32% 52% 16%
DBA vs. BART 14% 62% 24%
Relevancy = DDBA vs. BART 22% 64% 14%
DDBA vs. DBA  34% 54% 12%
CNN/DM | DBA vs. BART 16% 58% 26%
Closeness DDBA vs. BART 12% 78% 10%
DDBA vs. DBA  24% 70% 6%
DBA vs. BART 26% 50% 24%
Relevancy DDBA vs. BART 16% 70% 14%
DDBA vs. DBA 20% 68% 12%
DBA vs. BART  14% 78% 8%
Closeness DDBA vs. BART 16% 78% 6%
DDBA vs. DBA 20% 70% 10%
DBA vs. BART 10% 78% 12%
Relevancy DDBA vs. BART 16% 70% 14%
DDBA vs. DBA 16% 76% 8%

Table 9: Pairwise human evaluation comparing the base
model BART, EDE (DBA), and EDE (DDBA).
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