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Abstract
Infusing factual knowledge into pretrained
models is fundamental for many knowledge-
intensive tasks. In this paper, we propose
Mixture-of-Partitions (MoP), an infusion ap-
proach that can handle a very large knowledge
graph (KG) by partitioning it into smaller sub-
graphs and infusing their specific knowledge
into various BERT models using lightweight
adapters. To leverage the overall factual
knowledge for a target task, these sub-graph
adapters are further fine-tuned along with the
underlying BERT through a mixture layer.
We evaluate our MoP with three biomedical
BERTs (SciBERT, BioBERT, PubmedBERT)
on six downstream tasks (inc. NLI, QA, Clas-
sification), and the results show that our MoP
consistently enhances the underlying BERTs
in task performance, and achieves new SOTA
performances on five evaluated datasets. 1

1 Introduction

Leveraging factual knowledge to augment pre-
trained language models is of paramount impor-
tance for knowledge-intensive tasks, such as ques-
tion answering and fact checking (Petroni et al.,
2021). Especially in the biomedical domain where
public training corpora are limited and noisy,
trusted biomedical KGs are crucial for deriving ac-
curate inferences (Li et al., 2020; Liu et al., 2021).
However, the infusion of knowledge from real-
world biomedical KGs, where entity sets are very
large (e.g. UMLS, Bodenreider 2004, contains
∼4M entities) demands highly scalable solutions.

Although many general knowledge-enhanced
language models have been proposed, most of them
rely on a computationally expensive joint training
of an underlying masked language model (MLM)
along with a knowledge-infusion objective func-
tion to minimize the risk of catastrophic forget-
ting (Xiong et al., 2019; Zhang et al., 2019; Wang

1Our code, models and other related resources can be found
in https://github.com/cambridgeltl/mop.

et al., 2021, 2020; Peters et al., 2019; Yuan et al.,
2021). Alternatively, entity masking (or entity
prediction) has emerged as one of the most popu-
lar self-supervised training objectives for infusing
entity-level knowledge into pretrained models (Sun
et al., 2019; Zhang et al., 2019; Yu et al., 2020; He
et al., 2020). However, due to the large number
of entities in biomedical KGs, computing an exact
softmax over all entities is very expensive for train-
ing and predicting (De Cao et al., 2021). Although
negative sampling techniques could alleviate the
computational issue (Sun et al., 2020), tuning an
appropriately hard set of negative instances can be
challenging and predicting a very large number of
labels may generalize poorly (Hinton et al., 2015).

To address the aforementioned challenges, we
propose a novel knowledge infusion approach,
named Mixture-of-Partitions (MoP), to infuse
factual knowledge based on partitioned KGs into
pretrained models (BioBERT, Lee et al. 2020; SciB-
ERT, Beltagy et al. 2019; and PubMedBERT, Gu
et al. 2020). More concretely, we first partition
a KG into several sub-graphs each containing a
disjoint subset of its entities by using the METIS
algorithm (Karypis and Kumar, 1998), and then the
Transformer ADAPTER module (Houlsby et al.,
2019; Pfeiffer et al., 2020b) is applied to learn
portable knowledge parameters from each sub-
graph. In particular, using ADAPTER module to
infuse knowledge does not require fine-tuning the
parameters of the underlying BERTs, which is
more flexible and efficient while avoiding the catas-
trophic forgetting issue. To utilise the indepen-
dently learned knowledge from sub-graph adapters,
we introduce mixture layers to automatically route
useful knowledge from these adapters to down-
stream tasks. Figure 1 illustrates our approach.

Our results and analyses indicate that our “di-
vide and conquer" partitioning strategy effectively
preserves the rich information presented in two
biomedical KGs from UMLS while enabling us to

https://github.com/cambridgeltl/mop


4673

Sub-graph

(a) Graph Partitioning

              

Add & Norm

FF Up

FF Down

Add & Norm

Multi-Head 
Attention

Feed Forward

Add & Norm

+ Group 1
Adapter

Group 2
Adapter

Group K
Adapter

(b) Infuse Knowledge with Adapter (d) Mixture of Adapters 

             

Add & Norm

Add & Norm

Multi-Head 
Attention

Feed Forward

Add & Norm

                                       

Group 1
Adapter

             

Mixture Layer

(c) Collect Pretrained Adapters

[CLS]
+

Entity
+

[SEP]
+

Rel
↓
?

Entity Prediction
Head

[CLS]
+

Sen1
+

[SEP]
+

Sen2
↓
?

Task
Head

⇥0

<latexit sha1_base64="mMyNqPNRlij+9M8flvzSvjDv/cM=">AAAB73icbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0cIiYGMZIV+QHGFvs5cs2ds7d+eEcORP2FgoYuvfsfPfuEmu0MQHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8d3Mbz9xbUSsGjhJuB/RoRKhYBSt1Ok1Rhxp3+2XK27VnYOsEi8nFchR75e/eoOYpRFXyCQ1puu5CfoZ1SiY5NNSLzU8oWxMh7xrqaIRN342v3dKzqwyIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuGNnwmVpMgVWywKU0kwJrPnyUBozlBOLKFMC3srYSOqKUMbUcmG4C2/vEpaF1Xvsnr1cFmp3eZxFOEETuEcPLiGGtxDHZrAQMIzvMKb8+i8OO/Ox6K14OQzx/AHzucPm22PrQ==</latexit>

G

<latexit sha1_base64="4eTDxPSFnrl0GNLyq40WZFHJsqk=">AAAB8nicbVDLSgMxFL1TX7W+qi7dBIvgqsxIRRcuCi50WcE+YDqUTJppQzPJkGSEMvQz3LhQxK1f486/MdPOQlsPBA7n3EvOPWHCmTau++2U1tY3NrfK25Wd3b39g+rhUUfLVBHaJpJL1QuxppwJ2jbMcNpLFMVxyGk3nNzmfveJKs2keDTThAYxHgkWMYKNlfx+jM2YYJ7dzQbVmlt350CrxCtIDQq0BtWv/lCSNKbCEI619j03MUGGlWGE01mln2qaYDLBI+pbKnBMdZDNI8/QmVWGKJLKPmHQXP29keFY62kc2sk8ol72cvE/z09NdB1kTCSpoYIsPopSjoxE+f1oyBQlhk8twUQxmxWRMVaYGNtSxZbgLZ+8SjoXda9Rv3xo1Jo3RR1lOIFTOAcPrqAJ99CCNhCQ8Ayv8OYY58V5dz4WoyWn2DmGP3A+fwB6NpFf</latexit>

<latexit sha1_base64="WEpSvZ3xbz/KW4oTDDoc+SbxrbE=">AAAB9HicbVC7SgNBFL3rM8ZX1NJmMAhWYVdELSwCFlpGMA9IljA7uUmGzM6uM7OBsOQ7bCwUsfVj7PwbZ5MtNPHAwOGce7lnThALro3rfjsrq2vrG5uFreL2zu7efungsKGjRDGss0hEqhVQjYJLrBtuBLZihTQMBDaD0W3mN8eoNI/ko5nE6Id0IHmfM2qs5HdCaoaMivRu2h11S2W34s5AlomXkzLkqHVLX51exJIQpWGCat323Nj4KVWGM4HTYifRGFM2ogNsWyppiNpPZ6Gn5NQqPdKPlH3SkJn6eyOlodaTMLCTWUi96GXif147Mf1rP+UyTgxKNj/UTwQxEckaID2ukBkxsYQyxW1WwoZUUWZsT0Vbgrf45WXSOK94lxXv4aJcvcnrKMAxnMAZeHAFVbiHGtSBwRM8wyu8OWPnxXl3PuajK06+cwR/4Hz+AP8Ikjs=</latexit>Gk

<latexit sha1_base64="2VOSVmbWC0nItndilPDVpUQsODs=">AAAB/XicbVDLSsNAFL2pr1pf8bFzEyyCq5KIqAsXBRe6rGAf0IQwmU7aoZNJmJkINQR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIGJXKtr+NytLyyupadb22sbm1vWPu7nVknApM2jhmsegFSBJGOWkrqhjpJYKgKGCkG4yvC7/7QISkMb9Xk4R4ERpyGlKMlJZ888BtjaifuRFSI4xYdpP749w363bDnsJaJE5J6lCi5Ztf7iDGaUS4wgxJ2XfsRHkZEopiRvKam0qSIDxGQ9LXlKOISC+bps+tY60MrDAW+nFlTdXfGxmKpJxEgZ4sUsp5rxD/8/qpCi+9jPIkVYTj2aEwZZaKraIKa0AFwYpNNEFYUJ3VwiMkEFa6sJouwZn/8iLpnDac84Zzd1ZvXpV1VOEQjuAEHLiAJtxCC9qA4RGe4RXejCfjxXg3PmajFaPc2Yc/MD5/AO+GlYY=</latexit>

�Gk

<latexit sha1_base64="bT07z5V+ALqY/QM7N3ag+JkczvQ=">AAAB/XicbVDLSsNAFL3xWesrPnZuBovgqiRF1IWLggtdVrAPaEKYTCft0MmDmYlQQ/BX3LhQxK3/4c6/cdJmoa0HBg7n3Ms9c/yEM6ks69tYWl5ZXVuvbFQ3t7Z3ds29/Y6MU0Fom8Q8Fj0fS8pZRNuKKU57iaA49Dnt+uPrwu8+UCFZHN2rSULdEA8jFjCClZY889BpjZiXOSFWI4J5dpN7jdwza1bdmgItErskNSjR8swvZxCTNKSRIhxL2betRLkZFooRTvOqk0qaYDLGQ9rXNMIhlW42TZ+jE60MUBAL/SKFpurvjQyHUk5CX08WKeW8V4j/ef1UBZduxqIkVTQis0NBypGKUVEFGjBBieITTTARTGdFZIQFJkoXVtUl2PNfXiSdRt0+r9t3Z7XmVVlHBY7gGE7Bhgtowi20oA0EHuEZXuHNeDJejHfjYza6ZJQ7B/AHxucPmOmVTQ==</latexit>

�G2

…

<latexit sha1_base64="NXOyaFvBwkDt7oRD3f9tORnvHbk=">AAAB/XicbVDLSsNAFL2pr1pf8bFzEyyCq5KIqAsXBRe6rGAf0IQwmU7aoZNJmJkINQR/xY0LRdz6H+78GydtFtp6YOBwzr3cMydIGJXKtr+NytLyyupadb22sbm1vWPu7nVknApM2jhmsegFSBJGOWkrqhjpJYKgKGCkG4yvC7/7QISkMb9Xk4R4ERpyGlKMlJZ888BtjaifuRFSI4xYdpP7Tu6bdbthT2EtEqckdSjR8s0vdxDjNCJcYYak7Dt2orwMCUUxI3nNTSVJEB6jIelrylFEpJdN0+fWsVYGVhgL/biypurvjQxFUk6iQE8WKeW8V4j/ef1UhZdeRnmSKsLx7FCYMkvFVlGFNaCCYMUmmiAsqM5q4RESCCtdWE2X4Mx/eZF0ThvOecO5O6s3r8o6qnAIR3ACDlxAE26hBW3A8AjP8ApvxpPxYrwbH7PRilHu7MMfGJ8/l2SVTA==</latexit>

�G1

<latexit sha1_base64="Lauwru6BFqzCyQfHug7Szfvzjls=">AAAB/XicbVDLSsNAFL3xWesrPnZugkVwVRIRdeGi4ELBTQX7gCaEyXTSDp1MwsxEqCH4K25cKOLW/3Dn3zhps9DWAwOHc+7lnjlBwqhUtv1tLCwuLa+sVtaq6xubW9vmzm5bxqnApIVjFotugCRhlJOWooqRbiIIigJGOsHoqvA7D0RIGvN7NU6IF6EBpyHFSGnJN/fd5pD6mRshNcSIZde5f5v7Zs2u2xNY88QpSQ1KNH3zy+3HOI0IV5ghKXuOnSgvQ0JRzEhedVNJEoRHaEB6mnIUEellk/S5daSVvhXGQj+urIn6eyNDkZTjKNCTRUo56xXif14vVeGFl1GepIpwPD0UpsxSsVVUYfWpIFixsSYIC6qzWniIBMJKF1bVJTizX54n7ZO6c1Z37k5rjcuyjgocwCEcgwPn0IAbaEILMDzCM7zCm/FkvBjvxsd0dMEod/bgD4zPH77mlWY=</latexit>

�GK

Group k
Adapter 

<latexit sha1_base64="mB3YYbU40PosIGRrxiiC170A1JQ=">AAAB/3icbVBNS8NAEJ3Ur1q/ooIXL4tF8FBKUkQ9Fr0IXirYVmhC2Ww37dLNJuxuhBJ78K948aCIV/+GN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRWWlldW14rrpY3Nre0de3evpeJUEtokMY/lfYAV5UzQpmaa0/tEUhwFnLaD4dXEbz9QqVgs7vQooX6E+4KFjGBtpK59MEQeE8jL3Eqt4pFerFXlxht37bJTdaZAi8TNSRlyNLr2l9eLSRpRoQnHSnVcJ9F+hqVmhNNxyUsVTTAZ4j7tGCpwRJWfTe8fo2Oj9FAYS1NCo6n6eyLDkVKjKDCdEdYDNe9NxP+8TqrDCz9jIkk1FWS2KEw50jGahIF6TFKi+cgQTCQztyIywBITbSIrmRDc+ZcXSatWdc+q7u1puX6Zx1GEQziCE3DhHOpwDQ1oAoFHeIZXeLOerBfr3fqYtRasfGYf/sD6/AHu8ZTG</latexit>

k 2 {1, 2, · · · , K} Repeat for all K sub-graphs 

Figure 1: Overview of the proposed MoP.

scale up training on these very large graphs. Addi-
tionally, we observe that while individual adapters
specialize towards sub-graph specific knowledge,
MoP can effectively utilise their individual ex-
pertise to enhance the performance of our tested
biomedical BERTs on six downstream tasks, where
five of them achieve new SOTA performances.

2 Mixture-of-Partitions (MoP)

We denote a KG as a collection of ordered triples
G = {(h, r, t)|h, t ∈ E , r ∈ R}, where E and R
are the sets of entities and relations, respectively.
All the entities and relations are associated with
their textual surface forms, which can be a single
word (e.g. fever), a compound (e.g. sars-cov-2), or
a short phrase (e.g. has finding site).

Given a pretrained model Θ0, our task is to learn
ΦG based on an input knowledge graph G, such that
it encapsulates the knowledge from G. The training
objective, LG , can be implemented in many ways
such as relation classification (Wang et al., 2020),
entity linking (Peters et al., 2019), next sentence
prediction (Goodwin and Demner-Fushman, 2020),
or entity prediction (Sun et al., 2019). In this pa-
per, we focus on entity prediction, one of the most
widely used objectives, and leave exploration of
other objectives for future work.

As mentioned earlier, exact softmax over all en-
tities is extremely expensive (Mikolov et al., 2013;
De Cao et al., 2021) for large-scale KGs, hence
we resort to the principle of “divide and conquer”,
and propose a novel approach called Mixture-of-
Partition (MoP). Specifically, our MoP first par-
titions a large KG into smaller sub-graphs (i.e.,
G → {G1,G2, . . . ,GK}, §2.1), and learns sub-
graph specific parameters on each sub-graph sep-
arately (i.e., {ΦG1 ,ΦG2 , . . . ,ΦGK

}, §2.2). Then
these sub-graph parameters are fine-tuned through
mixture layers to route the sub-graph specific

knowledge into a target task (§2.3).

2.1 Knowledge Graph Partitioning

Graph partitioning (i.e., partitioning the node set
into mutually exclusive groups) is a critical step
to our approach, since we need to properly and
automatically cluster knowledge triples for sup-
porting data parallelism and controlling computa-
tion. In particular, it must satisfy the following
goals: (1) maximize the number of resulting knowl-
edge triples to retain as much factual knowledge
as possible; (2) balance nodes over partitions to
reduce the overall parameters across different en-
tity prediction heads; (3) efficiency at scale for
handling large KGs. In fact, an exact solution to
(1) and (2) is referred to as the balanced graph
partition problem, which is NP-complete. We use
the METIS (Karypis and Kumar, 1998) algorithm
as an approximation, simultaneously meeting all
the above three requirements. METIS can han-
dle billion-scale graphs by successively coarsen-
ing a large graph into smaller graphs, processing
them quickly and then projecting the partitions
back onto the larger graph, and has been used in
many tasks (Chiang et al., 2019; Defferrard et al.,
2016; Zheng et al., 2020).

2.2 Knowledge Infusion with Adapters

Once the large knowledge graph is partitioned,
we use ADAPTER modules to infuse the factual
knowledge into a pretrained Transformer model
by training an entity prediction objective for each
sub-graph. ADAPTERs (Houlsby et al., 2019; Pfeif-
fer et al., 2020b) are newly initialized modules
inserted between the Transformer layers of a pre-
trained model. The training of ADAPTER does
not require fine-tuning the existing parameters of
the pretrained model. Instead, only the parame-
ters within the ADAPTER modules are updated. In
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Model↓, Dataset→ HoC PubMedQA BioASQ7b BioASQ8b MedQA MedNLI

SciBERT 80.52±0.60 57.38±4.22 75.93±4.20 75.72±1.79 29.42±0.94 81.19±0.54

+ MoP (SFull) 81.48†±0.35↑ 54.78±2.96 79.14†±3.27↑ 74.74±1.96 33.03†±0.72↑ 81.43±0.34↑
+ MoP (S20Rel) 81.79†±0.66↑ 54.66±3.10 78.50†±4.06↑ 76.25±2.20↑ 32.77†±0.67↑ 81.20±0.37

BioBERT 81.41±0.59 60.24±2.32 77.50±2.92 78.75±4.16 30.48±0.55 82.42±0.59

+ MoP (SFull) 81.47±0.89↑ 61.82†±1.04↑ 81.29†±3.46↑ 82.04†±4.59↑ 33.55†±0.56↑ 83.44±0.24↑
+ MoP (S20Rel) 82.53†±1.08↑ 61.04±4.81↑ 80.79†±4.40↑ 80.00±5.03↑ 34.15†±0.79↑ 82.93±0.55↑

PubMedBERT 82.25±0.46 55.84±1.78 87.71±4.25 84.54±2.36 35.08±0.22 84.18±0.19

+ MoP (SFull) 82.71±0.56↑ 61.74†±2.54↑ 88.64±3.04↑ 86.12†±2.39↑ 36.33†±0.16↑ 84.25±0.25↑
+ MoP (S20Rel) 83.26†±0.32↑ 62.84†±2.71↑ 90.64†±2.43↑ 85.39±1.51↑ 38.02†±0.05↑ 84.70±0.19↑

SOTA 82.32
(Gu et al., 2020)

60.24
(Gu et al., 2020)

87.56
(Gu et al., 2020)

90.32
(Nentidis et al., 2020)

36.70
(Jin et al., 2020)

83.80
(Peng et al., 2019)

Table 1: Performance on various tasks. The best ones are in bold, while ↑ denotes that improvements are observed
comparing with the base model. “†” denotes statistically significant better than the base model (T-test, p < 0.05).

this paper, we use the ADAPTER module config-
ured by Pfeiffer et al. (2020a), which is shown
in Figure 1 (b). In particular, given a sub-graph
Gk, we remove the tail entity name for each triple
(h, r, t) ∈ Gk, and transform the triple into a list of
tokens: ‘[CLS] h [SEP] r [SEP]’. The sub-graph
specific ADAPTER module is trained to predict the
tail entity using the representation of the [CLS]
token and the parameters ΦGk

are optimized by
minimizing the cross-entropy loss. During the fine-
tuning of downstream tasks, both the parameters of
ADAPTER and pre-trained LM will be updated.

2.3 Mixture Layers

Given a set of knowledge-encapsulated adapters,
we use AdapterFusion mixture layers to com-
bine knowledge from different adapters for down-
stream tasks. AdapterFusion is a recently proposed
model (Pfeiffer et al., 2020a) that learns to com-
bine the information from a set of task adapters
by a softmax attention layer. It learns a contextual
mixture weight over adapters at layer l using an
attention with the softmax weights:

sl,k =Softmax(Φl,G1,Φl,G2,· · ·,Φl,GK
; Θl,0) , (1)

where sl,k is used to mix the adapter outputs to be
passed into the next layer, and the final layer L is
used to predict a task label y:

y = f(

K∑
k=1

sL,kΦL,Gk
), (2)

where f is the target task prediction head. Closely
related to ours is the sparsely-gated Mixture-of-
Experts layer (Shazeer et al., 2017). Alterna-
tively, a more flexible mechanism such as Gumbel-
Softmax (Jang et al., 2017) can be used for ob-
taining more discrete/continuous mixture weights.
However, we found both alternatives underperform
AdapterFusion (see Appendix for a comparison).

3 Experiments

3.1 Bio-medical Knowledge Graphs

# Entities # Relations # Triples

SFull 302,332 229 4,129,726
S20Rel 263,808 20 1,750,677

Table 2: Statistics of the used two SNOMED-CT KGs.

We evaluate our proposed MoP on two KGs,
named SFull and S20Rel, which are extracted from
the large biomedical knowledge graph UMLS (Bo-
denreider, 2004) under the SNOMED CT, US Edi-
tion vocabulary. The SFull KG contains the full
relations and entities of SNOMED2, while the
S20Rel KG is a sub-set of SFull that only con-
tains the top 20 most frequent relations. Note that
since some relations in SFull are the reversed map-
pings of the same entity pairs, e.g. “A has causative
agent B" and “B causative agent of A", therefore
for S20Rel we exclude those reversed relations in
the top 20 relations. Table 2 shows the statistics
of the two KGs and the used 20 relations of the
S20Rel are listed in the appendix.

3.2 Evaluated Tasks and Datasets

We evaluate our MoP on six datasets over various
downstream tasks, including four question answer-
ing (i.e., PubMedQA, Jin et al. 2019; BioAsq7b,
Nentidis et al. 2019; BioAsq8b, Nentidis et al.
2020; MedQA, Jin et al. 2020), one document
classification (HoC, Baker and Korhonen 2017),
and one natural language inference (MedNLI, Ro-
manov and Shivade 2018) datasets. While HoC is
a multi-label classification, and MedQA is a multi-
choice prediction, the rest can be formulated as

2https://www.snomed.org/
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Figure 2: Performances of adapters over 20 partitions.

a binary/multiclass classification tasks. See Ap-
pendix for the detailed description of these tasks
and their datasets.

3.3 Pretraining with Base Models

We experiment with three biomedical pretrained
models, namely BioBERT (Lee et al., 2020), SciB-
ERT (Beltagy et al., 2019) and PubMedBERT (Gu
et al., 2020), as our base models, which have
shown strong progress in biomedical text min-
ing tasks. We first partition our KGs into differ-
ent number of sub-graphs (i.e. {5, 10, 20, 40}),
then for each sub-graph, we train the base mod-
els loaded with the newly initialized ADAPTER

modules (with a compression rate CRate = 8) for
1-2 epochs by minimizing the cross-entropy loss.
AdamW (Loshchilov and Hutter, 2018) is used as
our training optimizer, and the learning rates for
all the sub-graphs are fixed to 1e− 4, as suggested
by (Pfeiffer et al., 2020b). Unless specified other-
wise, all the reported performances are based on
a partition of 20 sub-graphs, since this was opti-
mal for task performance (see Section 3.7 for the
performances over different number of partitions.).

3.4 Partition Evaluation on Tasks

In Figure 2 we report the average performance (10
runs) of the knowledge-infused PubMedBERT on
two QA datasets over partitioned SFull. We can see
that partitions contribute to various degrees while
some (e.g. #5) have a negligible benefit. However,

Ratio SFull S20Rel

0% 2,830,674 (100.0%) 1,225,708 (100.0%)
10% 1,619,278 (57.2%) 990,417 (80.8%)
20% 1,302,096 (46.0%) 789,220 (64.4%)
40% 805,802 (28.5%) 479,807 (39.1%)
80% 289,886 (10.2%) 156,374 (12.8%)
100% 250,914 (8.9%) 114,695 (9.4%)

Table 3: Number of training triples numbers over differ-
ent shuffling ratios. With 0% shuffling rate indicating
the METIS 20-partitioned sub-graphs, and 100% being
a totally randomly generated partitions.

the role of the least contributing partitions could
not be discarded as we repeated our downstream
tasks by keeping only the top-10 performing par-
titions and observed the results were still worse
than the model trained on all 20 partitions (i.e.,
accuracy drop of 2.7 on PubMedQA, and 1.4 on
BioASQ7b).3 This highlights the importance of
automatically learning the contribution weights of
partitions.

3.5 MoP Evaluation on Tasks

Table 1 shows the overall performance of our
MoP deployed on SciBERT, BioBERT and Pub-
MedBERT pretrained models. We see that MoP
pretrained on the SFull KG improves both the
BioBERT and PubMedBERT models for all the
tasks, while the SciBERT model can be also im-
proved on 4 out of 6 tasks. The result shows that
MoP pretrained with the S20Rel KG achieves new
SOTA performances on four tasks. This suggests
further pruning of the knowledge triples helps task
performance by reducing noise, and is a promising
direction to explore in future.

3.6 METIS Partitioning Quality

We design a controlled random partitioning scheme
to test whether METIS can produce high quality
partitions for training. We fix the entity size for
a 20-partitioned result produced by METIS, and
randomly shuffle a percentage (ranging from 0%-
100%) of entities across all the sub-graphs. Table
3 shows the number of training triples numbers
over different shuffling ratios. In Figure 3 we re-
port the results on BioASQ7b and PubMedQA un-
der different shuffling rates. We can see that the
performances of MoP on both datasets degrades
significantly as the shuffling rate increases, which
highlights the quality of the produced partitions.

3See Appendix for performances on the split sub-graphs.
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Figure 3: Performance vs. shuffling rates. The shaded
regions are the standard deviations (20 runs).

# Sub-graphs
(Avg. # entity) BioASQ7b PubMedQA

5 (60,466) 86.61 59.22
10 (30,233) 87.86 60.38
20 (15,116) 88.64 61.74
40 (7,558) 86.54 58.70
60 (5,038) 87.11 59.48

Table 4: Accuracy performance of MoP over different
number of partitions.

3.7 Performance vs. Number of Partitions

Table 4 shows the performance of PubMed-
BERT+MoP trained on the SFull knowledge graph
over different number of partitions. We can clearly
see that under 20 partitions, PubMedBERT+MoP
performs the best in both of the BioASQ7b and
PubMedQA datasets, and an average entity size of
15k-30k for the sub-graphs usually yields better
performance than others.

3.8 Case Study

In Figure 4, we show six examples (contexts are
omitted for brevity) from BioASQ8b and compare
their mixture weights of the final layer [CLS] to-
ken inferred by the PubMedBERT+MoP (SFull)
model. We see that each question elicits different
mixture weights, indicating that MoP can leverage
the expertise of different sub-graphs depending on
the target example. We also plot the word cloud
over six groups of sub-graphs that are clustered
by k-means according to the entity name’s TF-IDF

0 2 3 4 5 11 1 13 14 12 15 6 7 8 9 10 16 17 18 19
Sub-graph

Q1
Q2
Q3
Q4
Q5
Q6

Qu
es

tio
n

Mixture weight of token [CLS]  at Layer 12

0.00 0.05 0.10 0.15 0.20

Q1 Is modified vaccinia Ankara effective for smallpox?
Q2 Do de novo truncating mutations in WASF1 cause cancer?
Q3 Thymoquinone is ineffective against radiation induced enteritis, yes or no?
Q4 Does teplizumab hold promise for diabetes prevention?
Q5 Are stem cell transplants used to treat acute kidney injury?
Q6 Are the members of the KRAB-ZNF gene family promoting gene repression?

Figure 4: Top: word cloud over 6 groups clustered
from 20 sub-graphs. Middle: mixtures weights of MoP
on 6 questions. Bottom: 6 questions from BioASQ8b.

feature of these sub-graphs. We can observe that
MoP identifies the most related sub-graphs for each
example (e.g. Q2 has more weights on sub-graphs
[1,13,14], which specialise in ‘tumor’ knowledge).
This validates the effectiveness of our MoP in bal-
ancing useful knowledge across adapters.

4 Conclusion and Future Work

In this paper, we proposed MoP, a novel approach
for infusing knowledge by partitioning knowledge
graphs into smaller sub-graphs. We show that while
the knowledge-encapsulated adapters perform very
differently over different sub-graphs, our proposed
MoP can automatically leverage and balance the
useful knowledge across those adapters to enhance
various downstream tasks. In the future, we will
evaluate our approach using some general domain
KGs based on some general domain tasks.
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Appendix

A.1 The used 20 relations in the S20Rel
knowledge graph

ID Relation

0 has causative agent
1 has active ingredient
2 has direct substance
3 has finding site
4 has direct procedure site
5 has procedure site
6 possibly equivalent to
7 has occurrence
8 has associated morphology
9 has direct morphology
10 interprets
11 has method
12 has direct device
13 has dose form
14 has subject relationship context
15 has pathological process
16 has interpretation
17 moved to
18 has intent
19 has temporal context

Table 5: Relations used in S20Rel knowledge graph.

A.2 Evaluated Datasets and Experiment
details

We evaluate our MoP on six datasets over various
downstream tasks, including four question answer-
ing (i.e., PubMedQA, Jin et al. 2019; BioAsq7b,
Nentidis et al. 2019; BioAsq8b, Nentidis et al.
2020; MedQA, Jin et al. 2020), one document
classification (HoC, Baker and Korhonen 2017),
and one natural language inference (MedNLI, Ro-
manov and Shivade 2018) datasets. While HoC is
a multi-label classification, and MedQA is a multi-
choice prediction, the rest can be formulated as a
binary/multiclass classification tasks.

• HoC (Baker and Korhonen, 2017): The Hall-
marks of Cancer corpus was extracted from
1852 PubMed publication abstracts by Baker
and Korhonen (2017), and the class labels
were manually annotated by experts accord-
ing to the Hallmarks of Cancer taxonomy. The
taxonomy consists of 37 classes in a hierar-
chy, but in this paper we only consider the ten
top-level ones. We use the publicly available
train/dev/test split created by (Gu et al., 2020)

and report the average performance over five
runs by the average micro F1 across the ten
cancer hallmarks.

• PubMedQA (Jin et al., 2019): This is a ques-
tion answering dataset that contains a set of
research questions, each with a reference text
from a PubMed abstract as well as an anno-
tated label of whether the text contains the an-
swer to the research question (yes/maybe/no
). We use the original train/dev/test split with
450/50/500 questions, respectively. The re-
ported performance are the average of ten runs
under the accuracy metric.

• BioASQ7b, BioASQ8b (Nentidis et al., 2019,
2020): The both BioASQ datasets are
yes/no question answering tasks annotated by
biomedical experts. Each question is paired
with a reference text containing multiple sen-
tences from a PubMed abstract and a yes/no
answer. We use the official train/dev/test
splits, i.e. 670/75/140 and 729/152/152 for
BioASQ7b and BioASQ8b respectively, and
the reported performances are the average of
ten runs under the accuracy metric.

• MedNLI (Romanov and Shivade, 2018):
MedNLI is a Natural Language Inference
(NLI) collection of sentence pairs extracted
from MIMIC-III, a large clinical database.
The objective of the NLI task is to determine
if a given hypothesis can be inferred from
a given premise. This task is formulated as
the document classification task over three la-
bels: {entailment, contradiction,neutral}. We
use the same train/dev/test split generated by
Romanov and Shivade (2018), and report the
average accuracy performance over three runs.

• MedQA (Jin et al., 2020): MedQA is a
publicly available large-scale multiple-choice
question answering dataset extracted from the
professional medical board exams. It covers
three languages: English, simplified Chinese,
and traditional Chinese, but in this paper we
only adopt the English set, which is split by
Jin et al. (2020). Following (Jin et al., 2020),
we use the Elasticsearch system to retrieve
the top 25 sentences to each question+choice
pair as the context for each choice, and con-
catenate them to obtain the normalized log
probability over the five choices. Since this
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dataset is very large, we only report the av-
erage accuracy performance under three runs
for all the models.

A.3 Comparison of Different Mixture
Approaches

Our MoP approach first infuses the factual knowl-
edge for all the partitioned sub-graphs using their
respective adapters with newly initialized parame-
ters, then these knowledge-encapsulated adapters
are further fine-tuned alone with the underlying
BERT model through mixture layers. In this paper,
we explored three approaches for implementing the
mixture layers, which are described as follows:

• Softmax. As the default mixture layers de-
ployed in our MoP, AdapterFusion is a re-
cent proposed model (Pfeiffer et al., 2020a)
that learns to combine the information from
a set of tasks adapters by a softmax attention
layer. In particular, the outputs from differ-
ent adapters at layer l are combined using
a contextual mixture weight calculated by a
softmax over these adapters:

sl,k =Softmax(Φl,G1,Φl,G2,· · ·,Φl,GK
; Θl,0) .

(3)
For brevity, we denote our MoP with the origi-
nal AdapterFusion mixture layers as Softmax.

• Gumbel. We also extend the AdapterFu-
sion by replacing the softmax layer with the
Gumbel-Softmax (Jang et al., 2017) layer for
obtaining more discrete mixture weights:

sl,k =Gumbel-Softmax(Φl,G1,Φl,G2,· · ·,Φl,GK ; Θl,0)

=
exp (log Φl,Gk + gk) /τ∑K
i=1 exp (log Φl,Gi + gi) /τ

, (4)

where g1, · · · , gK are i.i.d samples drawn
from Gumbel(0, 1) distribution, and τ is a
hyper-parameter controlling the discreteness.
For brevity, we denote our MoP with the
Gumbel-Softmax AdapterFusion mixture lay-
ers as Gumbel.

• MoE. Mix-of-Experts (MoE) is a type of
general purpose neural network component
for selecting a combination of the experts to
process each input. In particular, we use the
the sparsely-gated mixture-of-experts, intro-
duced by Shazeer et al. (2017), for obtaining
a top-K sparse mixture of these adapters. And
the mixture weights are calculated by:

sl,k = Softmax(TopK(H(Φl,Gk
),K)), (5)

Model BioASQ7b PubMedQA

Gumbel (τ = 0.1) 85.21±7.5 59.90±2.8
Gumbel (τ = 0.25) 87.07±2.7 59.94±1.8
Gumbel (τ = 0.5) 87.07±3.8 59.46±2.1
Gumbel (τ = 0.75) 87.14±3.6 59.35±1.9
MoE (K = 2) 86.93±6.5 60.06±5.1
MoE (K = 3) 87.36±6.2 60.26±4.5
MoE (K = 5) 86.79±4.5 59.32±4.4
MoE (K = 10) 85.57±4.8 59.02±5.7
MoE (K = 15) 88.29±2.3 61.52±4.9
Softmax 88.64±3.0 61.74±2.7

Table 6: Performance comparison on BioASQ7b and
PubMedQA tasks over the three mixture approaches.

where H(Φl,Gk
) is a function for transfer-

ring hidden variables into scalars with tunable
Gaussian noise, and TopK(·) is a function for
keeping only the top K values. We denote our
MoP with this mixture approach as MoE.

Table 6 shows the performance comparison of the
three mixture approaches on the BioASQ7b and
PubMedQA tasks. Note that Gumbel and MoE
have additional hyper-parameters, i.e. τ and K, for
controlling the discreteness and topK respectively.
From Table 6, we can see that the original Adapter-
Fusion with the softmax layer outperforms other
two mixture approaches on all the hyper-parameter
choices. This result justifies the choice of the mix-
ture layers in our MoP model.

A.4 Performance on the Split Sub-graphs

To further validate that the performance improve-
ments of the evaluated BERTs using our MoP are
gained due to the infused knowledge from the sub-
graph adapters, rather than the newly added more
parameters of adapters, we split the partitioned
sub-graphs into two groups according to their test
performance ranking, and use our MoP to fine-tune
the adapters of each group. Table 7 and 8 show the
performances of all the adapters and our MoP com-
bining the grouped adapters over train/dev/test sets
of the BioASQ7b and PubMedQA datasets respec-
tively. As we can see from the two tables, our MoP
fine-tuned under the group of higher performance
adapters can consistently obtain better performance
than the group of the lower performance adapters.
Note that we have shown that in Figure 2 adapters
pretrained by different sub-graphs show quite dif-
ferent performances, and each sub-graph adapter
can capture different factual knowledge. Then, the
result from Tab 7 and 8 further validates that the
marginal performance gains of our MoP are indeed



4681

caused by the mixture of knowledge infused from
adapters.

Adapters MoP
Sub-graph

train dev test train dev test

6 0.892 0.852 0.735
7 0.969 0.883 0.780
10 0.936 0.884 0.802
5 0.961 0.895 0.804
8 0.989 0.911 0.848
18 0.980 0.927 0.861
3 0.998 0.935 0.873
4 0.998 0.944 0.878
15 0.993 0.936 0.882
11 0.979 0.941 0.883

0.992 0.9467 0.8619

2 0.999 0.940 0.887
9 0.992 0.932 0.889
13 0.995 0.940 0.889
12 0.994 0.932 0.890
0 0.997 0.941 0.891
14 0.998 0.943 0.893
17 0.993 0.945 0.893
16 0.997 0.961 0.896
19 0.991 0.937 0.898
1 0.998 0.953 0.899

0.997 0.9467 0.9

Table 7: MoP Performance on BioASQ7b over two
groups of sub-graphs, which are divided according to
their test accuracy performance.

Adapters MoP
Sub-graph

train dev test train dev test

8 0.739 0.596 0.553
6 0.606 0.560 0.556
14 0.823 0.618 0.565
4 0.732 0.598 0.567
7 0.707 0.592 0.571
15 0.835 0.626 0.575
12 0.817 0.612 0.579
5 0.748 0.610 0.581
19 0.845 0.616 0.585
17 0.912 0.630 0.587

0.8409 0.648 0.5824

16 0.909 0.644 0.588
9 0.797 0.612 0.589
0 0.864 0.646 0.592
2 0.854 0.628 0.595
11 0.935 0.640 0.595
13 0.906 0.656 0.597
3 0.867 0.638 0.602
1 0.906 0.678 0.607
10 0.816 0.650 0.609
18 0.794 0.658 0.623

0.982 0.668 0.6006

Table 8: MoP Performance on PubMedQA over two
groups of sub-graphs, which are divided according to
their test accuracy performance.


