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Abstract

Enabling open-domain dialogue systems to
ask clarifying questions when appropriate is
an important direction for improving the qual-
ity of the system response. Namely, for cases
when a user request is not specific enough
for a conversation system to provide an an-
swer right away, it is desirable to ask a clarify-
ing question to increase the chances of retriev-
ing a satisfying answer. To address the prob-
lem of ‘asking clarifying questions in open-
domain dialogues’: (1) we collect and release
a new dataset focused on open-domain single-
and multi-turn conversations, (2) we bench-
mark several state-of-the-art neural baselines,
and (3) we propose a pipeline consisting of of-
fline and online steps for evaluating the qual-
ity of clarifying questions in various dialogues.
These contributions are suitable as a founda-
tion for further research.

1 Introduction

The ultimate goal of a conversational system is to
assist users by returning an appropriate answer in
response to their requests (Kiseleva et al., 2016a;
Li et al., 2021). Recent progress on neural ap-
proaches to natural language processing (Devlin
et al., 2019; Liu et al., 2019; Clark et al., 2020), and
the availability of large amounts of conversational
data have triggered a renaissance in end-to-end neu-
ral open-domain chatbots (Adiwardana et al., 2020;
Roller et al., 2021; Zhang et al., 2020; Burtsev
et al., 2017; Dalton et al., 2020). There has been
great progress on suggesting measures to evaluate
what makes a conversation satisfying for users us-
ing various human evaluation techniques (Li et al.,
2019a; See et al., 2019b). Those efforts showed that
suggested large pre-trained models do not always
perform seamlessly (See et al., 2019a), and there
are still several challenges needed to be solved for
open-domain conversational systems (Huang et al.,
2020).

How to write a thank you letter after an interview?

Are you interested in example of thank you letters for interview?

Yes

Here are a few examples: 

Tell me about source of the Nile

Are you referring to the Nile river?

No, the board game called the source of the Nile

I'm looking for information on JAC chemical company

[conversation continued]

Are you interested in a specific type of product?

Yes, surface treatment products that JAC chemical 

company manufactures

Here is information about their products:  

(a) 

No need for 

clarification

(b) 

Clarification 

question is 

needed to 

eliminate 

wrong 

answers 

(c) 

Clarification 

question is 

needed to 

return a right 

answer 

Figure 1: Examples of clarification questions embed-
ded into the open domain conversations: (a) represents
a clear user request, so clarification was unnecessary;
(b) and (c) demonstrate a situation when the request is
ambiguous and a system needs to act.

Nass and Moon (2000) conclude that people
have similar expectations from talking to bots and
humans. This similarity is a possible explanation
for why sometimes user requests might be ambigu-
ous and incomplete, as shown in Fig. 1 (b) and (c).
This ambiguity is especially challenging to handle
in a dialogue setting, where a system is limited
by returning only one answer in response to each
request, unlike in web search setup where diversifi-
cation of results is possible and acceptable (Vallet
and Castells, 2012). Previous research has shown
that users are much more forgiving about system
mistakes if they can act on them with minimal ef-
forts spent (Kocielnik et al., 2019; Kiseleva et al.,
2016b). Therefore it is more appropriate to ask a
clarifying question in user request ambiguity rather
than generating incorrect answers. There are sepa-
rate attempts to explore the following related tasks:
(1) identifying a moment when the question should
be asked in the course of conversation (Hancock
et al., 2019); and (2) retrieving a clarification ques-
tion (Rao and III, 2018; Wang et al., 2018). In this
paper, we aim to combine these related aspects and
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study the following problem of generating clar-
ifying questions for open-domain conversations:
the system must identify wherever the question
is ambiguous, and, if so then instead of trying to
answer it directly, it should ask a good clarifying
question (Fig. 1). One possible stumbling block
preventing the community from studying the prob-
lem of open-domain clarifying question generation
to enhance user experience while interacting with a
conversational bot (Huang et al., 2020) is the lack
of suitable datasets, which we address in this work.
To summarise, the main contributions of this work
are:
C1 releasing a dataset dedicated to the problem of

asking a clarifying question in open-domain
dialogue systems. The dataset includes single-
(∼15K) and multi-turn (∼1.5M) conversations
and covers ∼300 various topics and it is suited
to study: (1) when a clarifying question should
be asked given the current context of the con-
versation; and (2) which question should be
asked;

C2 benchmarking several state-of-the-art (SoTA)
neural models; and

C3 building an evaluation pipeline that provides
fast iteration and involves two stages: (1) of-
fline (automatic evaluation); and (2) online
(human-in-a-loop to converse with the sys-
tem).1

We release the collected dataset, offline evaluation
pipeline, and the code for running explored neural
SoTA models. These models can be employed as
baselines for the task.2

2 Related work

Our work is broadly relevant to two strands of re-
search: learning to ask clarifying questions in open-
domain conversational settings (Section 2.1) and
evaluating dialogue systems (Section 2.2).

2.1 Learning to ask clarifying questions
Information retrieval community has paid close
attention to the problem of ambiguity in user
search queries. Previously this problem was ad-
dressed through the diversification of search re-
sult pages (Radlinski and Dumais, 2006; Kong
and Allan, 2016, 2014), including via usage of per-
sonal and contextual data (Jiang et al., 2015; Kato

1The pipeline was designed as part of the ConvAI3 (Alian-
nejadi et al., 2020) data challenge (https://convai.io)

2Available at https://github.com/
aliannejadi/ClariQ

and Tanaka, 2016). Recently, (Rosset et al., 2020;
Aliannejadi et al., 2019; Zamani et al., 2020a) sug-
gest techniques to address ambiguity by generating
clarifying questions.

Where the general settings are: (1) a user is is-
suing an ambiguous keyword query; (2) a search
engine’s goal is to suggest conversational clarify-
ing questions to help to find the required infor-
mation (Krasakis et al., 2020; Lotze et al., 2021;
Sekulic et al., 2021; Aliannejadi et al., 2021).
These works also resulted in a number of datasets,
e.g. Qulac (Aliannejadi et al., 2019) and MIM-
ICS (Zamani et al., 2020b), which consists of
queries, issued by real users, and behavioral sig-
nals such as clicks. Braslavski et al. (2017) focus
on characteristics, forms, and general patterns of
clarifying questions.

Suggesting a clarifying questions is closely re-
lated to question answering (Q&A) (Kwiatkowski
et al., 2019; Soleimani et al., 2021) and question
generation (QG) domains (Gao et al., 2019; Chai
and Wan, 2020). Trienes and Balog (2019) made
an attempt to understand unclear questions, Li et al.
(2017) suggesting an RL-based method for decid-
ing when to ask for user feedback in Q&A setup.

Recently, proactive bot behavior has started to
attract researchers’ attention in dialogue settings
yet remains rather untouched (Huang et al., 2020).
Rao and III (2018) designed a model to rank a
candidate set of clarification questions by their use-
fulness to the given post at Stack Exchange, which
targeted the problem which question to ask. The
resulted dataset was released, but it covers specific
narrow topics. In contrast, Hancock et al. (2019)
focused on when to ask a question in order to self-
retrain a bot, which has been resulted in releasing a
dataset. Wang et al. (2018) studied QG techniques
in application to open-domain conversations.

2.2 Evaluating Dialogue Systems

Dialogue systems are generally separated into two
types: task-oriented and open-domain. The task-
oriented ones usually have clear criteria for eval-
uation, e.g. turn correction ratio, inappropriate
utterance ratio, proxies for accuracy, and success
rate (Takanobu et al., 2019; Li et al., 2016; Su et al.,
2018; Li et al., 2020). Despite significant efforts
to introduce automatic metrics to evaluate open-
domain conversations (Reiter, 2018; Novikova
et al., 2017; Lowe et al., 2017), it remains area for
exploration (Li et al., 2019a,b, 2021). To the best

https://convai.io
https://github.com/aliannejadi/ClariQ
https://github.com/aliannejadi/ClariQ
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Understanding 

User Request 

Questions 

Bank

Retrieving Most 

Relevant Clarifying 

Question Q

Returning Required 

Result R

Results

U: I'm looking for information 

on JAC chemical company
Q: Are you interested 

in a specific type of 

product?

A: Yes, surface treatment 

products that JAX chemical 

company manufactures

R: Here is information 

about their products:  

“U” Needs 

Clarification

“A” Doesn’t Need 

Clarification

AG: Answer Generation

CQG: C. Question Generation

Figure 2: A pipeline for asking clarifying questions for
open-domain conversations using example Fig 1 (C).

of our knowledge the current standard approach
for evaluating open-domain dialogues requires em-
ploying human assessments via crowdsourcing plat-
forms (Zhang et al., 2018; Li et al., 2019a) or en-
gaging volunteers to participate in research com-
petitions (Burtsev et al., 2018; Dinan et al., 2020;
Burtsev and Logacheva, 2020; Aliannejadi et al.,
2020).

Therefore, we can conclude that understand-
ing and generating open-domain clarification ques-
tions is a major component in conversational
information-seeking systems, which is still un-
der exploration. Hence, our efforts on collecting
datasets and investigating the performance of the
neural SoTAs are timely and useful for future re-
search in this area.

3 Problem Setting

Our main goal is to collect a dataset to enable study-
ing clarifying questions generation whenever ap-
propriate, as depicted in examples in Fig. 1. Fig. 2
demonstrates a pipeline that makes it possible to
process user requests in the open domain as fol-
lows: ‘User Request Understanding’ (URU) de-
cides which module to call either ‘Clarifying Ques-
tion Generation’ (CQG) or ‘Answer Generation’
(AG). In this work, we focus on the first two. We
aim to collect the following data:
• User Request (U ): an initial user request in the

conversational form, e.g., ‘What is Fickle Creek
Farm?’ with a label reflecting whether clarifica-
tion is needed;

• Set of clarification questions ({Q}): a set of
possible reasonable clarifying questions that ad-
dress multiple aspects/facets of U , e.g., Q1 : ‘Do
you want to know the location of fickle creek
farm?’, Q2 : ‘Would you like to know the history

Crowdsourcing 
Single-Turn 

Conversations

Training/Evalua
ting Dialogue 

Agents 

Crowdsourcing 
Multi-Turn 

Conversations

Performing 
Human 

Evaluation 

Evaluation 

Datasets 

P1 P2 P3 P4

Figure 3: The pipeline highlights steps for two main
goals: to collect required datasets and to perform the
reproducible evaluation.

of fickle creek farm?’3;
• User Answers (A): each question is supplied

with a user answer, e.g., the answer to Q1 is A1 :
‘No, I want to find out where can I purchase fickle
creek farm products’, the answer to Q2 is A2 : ‘I
just need general information about fickle creek’

The collected dataset of pairs (U, {Q,A}) can
be easily transformed to a set of single-turn conver-
sations consisting of the coherent and consistent
triples (U,Q,A) as shown in the example in Fig. 2.
We ask items in a triple, U , Q and A, satisfy the
following requirements:

R1 user requests (U) must cover various conver-
sational topics to represent open-domain dia-
logues;

R2 the final collection of U should contain both
types: ambiguous and unambiguous;

R3 each inquiry U to the system should be in the
conversational form;

R4 the need for clarification should be predeter-
mined as a label for each U in the collection;

R5 each clarifying question (Q) should be reason-
able, coherent with U and address multiple
facets of every ambiguous request U ; and

R6 each user answer A should be consistent with
the clarifying question from the system.

After collecting of single-turn conversations,
they are used to train various conversational agents.
To collect multi-turn conversations, the two best-
performing agents are utilized to converse with
crowdsourced workers, who evaluate a system qual-
ity and reply to suggested clarifying questions. Fi-
nally, the two agents are evaluated using Acute-eval
framework (Li et al., 2019a), which is best avail-
able practice for online evaluation of open-domain
dialogue systems. Overall, our pipeline for data
collection and evaluation is summarized in Fig. 3.

3Candidate clarifying questions should also address out-
of-collection facets.
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Table 1: An example of facets for the incomplete query.

Topic Facet

Neil Young

Find albums by Neil Young to buy
Find biographical information about Neil Young
Find lyrics or sheet music for Neil Young’s songs
Find a list of Neil Young tour dates.

4 Data Collection

Following the suggested pipeline in Fig. 3 this sec-
tion describes our results regarding the collected
datasets to initiate more follow-up studies of the
problem of ‘asking clarifying questions in open-
domain dialogues‘, namely, P1: single-turn dia-
logues (Sec. 4.1) and P3 multi-turn ones (Sec. 4.2).

4.1 P1: Crowdsourcing Single-Turn
Dialogues

Collecting Conversational User Requests Our
collection of single-turn conversations is built on
top of the TREC Web track 2009-20144 data, which
was originally designed to evaluate search result
diversification. The TREC collection contains
300 search topics. The presence of varied search
topics, which express different user information
needs, helps us imitate open domain user-system
interactions, which are required in R1. Each
topic in the collection is specific, ambiguous, or
faceted (Clarke et al., 2009). In this work, we use
the term ‘facet’ to refer to the subtopics of both
faceted and ambiguous topics. For clarity, the ex-
ample of mapping from the search topic to set of
facets is provided in Tab. 1. Faceted and ambigu-
ous topics make an ideal case to study the effect
of clarifying questions as they can be interpreted
in various ways, which is required by R2. User
information needs are expressed in the form of
short search topic description5 (Tab. 1) because the
TREC Web track collection was designed for web
search needs. Therefore, to satisfy requirement R3
and to make requests lexical diverse, we ask expert
annotators to convert those short keyword queries
to the proper conversational request. The examples
of such conversion are presented in Tab. 2. To sat-
isfy the requirement R4, annotators are asked to
provide a score for each request to reflect if clari-
fication is needed ranging from 1 to 4, where ‘1’

4https://trec.nist.gov/data/webmain.
html

5sometimes also can be referred as ‘keyword query’

stands for very low or no need for clarification and
‘4’ indicates a highly ambiguous request (examples
are provided in Tab. 2). Two annotators assess clar-
ification need of a query. In case of disagreement,
we assign an additional annotator to make the fi-
nal assessment. We achieve a high inter-annotator
agreement on this task (Cohen’s κ = 0.78).
Collecting Clarifying Questions {Q} To col-
lect {Q} for every U that satisfies R5: (1) we
utilized Qulac dataset6 by converting topics into
conversational requests; (2) we significantly ex-
tended it by crowdsourcing more data through Hu-
man Intelligence Task (HIT) on Amazon Mechani-
cal Turk7, which design follows a general strategy
proposed in (Aliannejadi et al., 2019). Namely, we
asked the workers to imagine themselves acting as
a conversational agent8 where an imaginary user
had asked them about a topic. Then, we described
the concept of facet to them, supporting it with
multiple examples. Finally, we ask Turkers to do
the following:
• discover the facets of each U using a preferred

search engine and scan the results in the first
three pages; and

• generate six questions related to U , aiming to
address the facets they had figured out.
We assigned two workers per HIT, resulting in

12 questions per U in the first round. To preserve
the questions’ language diversity, we limited each
worker to a maximum of two HITs. HITs were
available to workers residing in the U.S. who had
an approval rate of over 97%.
Controlling Quality of Clarifying Questions
To estimate the quality of the collected questions,
we aim to address two main concerns: (1) how
good are the collected clarifying questions?; and
(2) Is the set of clarifying questions diverse (in
other words, addressing different facets associated
with the topic)? Given the high complexity of this
task, we appointed two expert annotators. They

6https://github.com/aliannejadi/qulac
7http://www.mturk.com
8such as Microsoft Cortana, Alexa, or Google Assistant.

https://trec.nist.gov/data/webmain.html
https://trec.nist.gov/data/webmain.html
https://github.com/aliannejadi/qulac
http://www.mturk.com
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Table 2: Examples of keyword queries converted to conversational requests with assigned clarification score (C.
score).

Search Topic Conversational Request C. Score

average charitable donation What is average charitable donation? 1
gmat prep classes How to prepare for the GMAT? 2
von willebrand disease What is von Willebrand Disease? 3
land surveyor I’m interested to know about land surveyor 3
alexian brothers hospital Give me information about Alexian Brothers hospitals 3
worm I’m looking for information on worm 4

were instructed to read all the collected questions
on each topic, marking invalid and duplicate ques-
tions. Annotators were asked to match a question
to a facet if its answer would address the facet.
Finally, to ensure that all facets were covered by
at least one question, we asked the annotators to
generate an additional question for each facet that
needed more specific questions.
Collecting Answers To satisfy R6, we designed
another HIT to collect coherent and consistent an-
swers to the clarifying questions. The task started
with detailed instructions followed by several ex-
amples. The workers were given U and a facet
description. Then we instruct them to assume that
they had submitted the initial user request U with
their actual information need being the given facet.
Then workers were required to write the answer
to the one clarifying question that was presented
to them. If a question required information other
than what workers were provided with, they were
instructed to use a ‘No answer’ tag. Each worker
was allowed to complete a maximum of 100 HITs
to ensure language diversity. Workers were based
in the U.S. with an approval rate of 95% or greater.
Controlling quality of Collected Answers Dur-
ing the course of data collection, we performed reg-
ular quality checks on the collected answers. The
checks were done manually on 10% of submissions
per worker. In case we observed any invalid submis-
sions among the sampled answers of one worker,
we then studied all the submissions from that work-
ers. Invalid submissions were then removed from
the collection, and the worker was banned. Finally,
we assigned all invalid answers to other workers
to complete. Moreover, we employed basic behav-
ioral check techniques in the design of the HIT. For
example, we disabled copy/paste features of text in-
puts and tracked workers’ keystrokes. This enabled
us to detect and reject low-quality submissions.

As an outcome, we have a high-quality collec-

tion of single-turn conversations in the form of
required triples: (U,Q,A), which is marked as P1

in our pipeline in Fig. 3. Tab. 3 provides a statistics
on collected dataset of single-turn conversations.

4.2 P3: Crowdsourcing Multi-Turn Dialogues

The collected dataset of single-turn is sufficient
to train and evaluate several conversational agents.
More technical details on training and evaluation
are provided in Sec. 5. For now, we assume that as
a result of P2: DA is one of the best-performing
trained dialogue agents. We assume that the trained
DA can have a conversation with users. Namely, it
should either ask a clarification question or give a
factual answer to the user’s request at each dialog
step. Therefore, the trained DA is capable of:
• providing clarification question whenever appro-

priate in the course of the conversation;
• interpreting user’s answer to the clarifying ques-

tion.
To collect multi-turn conversations, we utilize

best-performing dialogue agents that can accom-
modate an arbitrary number of turns, having two
goals in mind:
G1 evaluating the quality of the agents in multi-

turn settings where they converse with real
humans; and

G2 collecting a new dataset of multi-turn conver-
sations with respect to clarification questions.

To reach G1, the idea is to run the agents mul-
tiple times with different turns and evaluate them
accordingly. For that purpose, we design a HIT
similar to the ones described in Sec. 4.1 with the
difference in the context of a conversation. We in-
structed crowd workers to understand the user’s ac-
tual information need and imagine they are looking
for the same information. Then, follow a conver-
sation on that as presented in Fig. 4. The workers
were instructed to answer the last question in the
conversation while considering the conversation’s
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Figure 4: An example of the task provided at the HIT
for multi-turn conversations, which asks to submit the
answer given dialogue history/context.

context, which consists of previous questions and
answers. The context of conversation could include
1-2 rounds of question-answer interactions. To
check the quality of clarifying questions returned
by the trained dialogues, we instructed workers to
indicate if the question was not understandable or
was not in a proper language. As a result, such
questions were removed from the collection. We
use the same quality check procedure for the col-
lected answers as described in the previous section.
Tab. 3 provides a statistics on collected multi-turn
conversations, to achieve G2.
Synthetic Multi-Turn Conversations We also
generate synthetic multi-turn conversations for
training purposes. To do so, for each topic, we cre-
ate a set of all possible combinations of questions
(2 or 3 questions) together with their corresponding
answers.

5 Models and Evaluation

Following the suggested pipeline in Fig. 3, we ex-
plain our contributions regarding the evaluation of

‘asking clarifying questions in open-domain dia-
logues’ problem, namely:
• P2: how the dialogue agents are trained and au-

tomatically evaluated based on single-turn con-
versations (Sec. 5.1);

• P4: how evaluation of multi-turn conversations

Table 3: Statistics over collected data.

# search topics 298
# faceted & ambiguous topics 250
# single topics 48
# facets 1070
# questions 3,304
Average terms per question 9.74 ± 2.62
Average terms per answer 8.48 ± 4.40

# synthetic conversations (all) 1,596,757
# synthetic conversations (2 turns) 203,050
# synthetic conversations (3 turns) 1,393,707
# human-machine dialogues (1 turn) 15,226
# human-machine dialogues (3 turns) 499

is performed from both perspectives: offline au-
tomatic manner and having human-in-the-loop
using Acute-eval (Li et al., 2019a) (Sec. 5.2).

We design our experiments to collect answers to
the following research questions:
RQ1 When to ask clarifying questions during

open-domain dialogues? (Sec. 5.1.1)
RQ2 Which clarifying question to ask for a given

context of a conversation? (a. the single-turn
conversations case is described in Sec. 5.1.2;
b. multi-turn one – Sec. 5.2)

5.1 P2: Evaluating Single-Turn Agents
The collected dataset, described in Sec. 4.1, is split
into training (70%), validation (dev) (10%), and
test (20%) sets. We split the data based on the
search topic and maintained the same split for all
single-turn and multi-turn experiments. During the
evaluation procedure, the following is used: (1) a
set of conversational user requests, and (2) a set of
questions (i.e., question bank), which contains all
collected questions on all the topics.

5.1.1 Predicting Clarification Need
Task The task is, given a user request, return a
score from 1 (no need for clarifying questions) to 4
(cannot provide any answers without user clarifica-
tion) indicating the necessity of asking clarifying
questions (as depicted in module ‘Understanding
User Request’ in Fig. 2).
Automatic Evaluation To evaluate the perfor-
mance of the suggested classifier, we use Preci-
sion, Recall, F1-Measure, and Mean Squared Error
(MSE). Tab. 4 presents the collected results of vari-
ous classification methods, which includes Roberta-
based classifier (Liu et al., 2019), BART (Chipman
et al., 2010), and BERT-based classifier (Devlin
et al., 2019). Based on the supplied results, we can
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Table 4: Performance for predictors returning classification need score based on dev and test sets. The best-
performing model is marked in bold.

Model Precision Recall F1-Measure MSE

RoBERTa-based
dev 0.6039 0.5600 0.5551 0.6200
test 0.5981 0.6557 0.6070 0.5409

BART
dev 0.7008 0.7000 0.6976 0.5200
test 0.4813 0.4754 0.4756 0.7705

BERT-based
dev 0.5218 0.4800 0.5000 0.8200
test 0.3931 0.4918 0.4253 0.6557

answer RQ1: the task is rather difficult and poten-
tially can benefit from more exploration despite the
reasonable performance of the proposed baselines.

5.1.2 Returning Clarifying Question
Task The task is, given a user request which
needs clarification, return the most suitable clar-
ifying question from the supplied question bank (as
shown in module CQG in Fig. 2).

Automatic Evaluation We introduce two main
strategies for evaluation: (1) document relevance
and (2) question relevance.

Document Relevance To estimate the relevance
of the retrieved documents we use the follow-
ing standard metrics: Mean Reciprocal Rank
(MRR) (Voorhees, 1999; Radev et al., 2002), Pre-
cision (P)@[1,3,5,10,20], Normalized Discounted
Cumulative Gain (nDCG)@[1,3,5,20] (Wang et al.,
2013). These metrics are computed as follows: a
selected clarifying question, together with its cor-
responding answer, is added to the original user
request. The updated query is then used to retrieve
(or re-rank) documents from the collection. The
quality of the question is then evaluated by measur-
ing how much the question and its answer affect
document retrieval performance when added to the
initial request. We evaluate document relevance
based on the relevance assessments provided by
the TREC Web Track.

Question Relevance Models are also evaluated
in how well they can rank relevant questions higher
than other questions in the question bank. For this
task, which we call ‘question relevance,’ the mod-
els are evaluated in terms of Recall@[10,20,30].
Since the precision of models is evaluated in the
document relevance task, here we focus only on
recall.

The suggested evaluation metrics are collected
for a number of baselines (B) and fine-tuned state-
of-the-art NLP models (M):

Table 5: A set of document relevance related metrics
reported on dev and test sets. NDCG@3 (in bold) re-
ported on the test set is used as the main metric to rank
the quality of the models.

Model MRR P@1 NDCG@3 NDCG@5

B1: Worst Q.
dev 0.0841 0.0125 0.0252 0.0313
test 0.0541 0.0000 0.0097 0.0154

B2: No Q.
dev 0.3000 0.2063 0.1475 0.1530
test 0.3223 0.2268 0.1134 0.1059

B3: Best Q.
dev 0.4882 0.4187 0.3337 0.3064
test 0.4881 0.4275 0.2107 0.1759

M1: Roberta
dev 0.3640 0.2813 0.2002 0.1954
test 0.3190 0.2342 0.1265 0.1130

M2: ELECTRA
dev 0.3761 0.3000 0.2113 0.1955
test 0.3140 0.2379 0.1229 0.1097

M3: BERT
dev 0.3596 0.2750 0.1879 0.1882
test 0.3044 0.2119 0.1131 0.1021

M4: BM25
dev 0.3096 0.2313 0.1608 0.1530
test 0.3134 0.2193 0.1151 0.1061

M5:
BERT

+BM25
dev 0.3180 0.2437 0.1625 0.1550
test 0.3216 0.2453 0.1196 0.1097

M6:
Roberta
+BM25

dev 0.3606 0.2813 0.1942 0.1891
test 0.3045 0.2156 0.1108 0.1025

• B1: Worst Question, when the dialogue system
returns the least relevant question;

• B2: No Question, when the system never returns
any clarifying question;

• B3: Best Question, which show oracle perfor-
mance as it always returns the most relevant ques-
tion from the bank.

• M1: fine-tuned version of the pre-trained
Roberta (Liu et al., 2019);

• M2: fine-tuned sequence classification model
based on pre-trained ELECTRA (Clark et al.,
2020; Ou and Lin, 2020);

• M3: fine-tuned version of pre-trained BERT (De-
vlin et al., 2019)

• M4: BM25 (Robertson et al., 1995); and
• ‘+BM25’ for M5 and M6: means that BM25 on

top on neural baseline for the final re-ranking of
the questions from the bank.

Based on results of automatic evaluations of all the
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Table 6: A set of question relevance related metrics re-
ported on dev and test sets. Recall@30 (in bold) re-
ported on the test set is used as the main metric to rank
the quality of the models.

Model R@5 R@10 R@20 R@30

M1: Roberta
dev 0.3649 0.6694 0.8265 0.8587
test 0.3395 0.6251 0.8176 0.8568

M2: ELECTRA
dev 0.3604 0.6749 0.8478 0.8761
test 0.3404 0.6329 0.8335 0.8744

M3: BERT
dev 0.3492 0.6196 0.7337 0.7632
test 0.3438 0.6228 0.7987 0.8409

M4: BM25
dev 0.3245 0.5638 0.6675 0.6913
test 0.3170 0.5705 0.7292 0.7682

M5:
BERT

+BM25
dev 0.3454 0.6166 0.7354 0.7621
test 0.3272 0.6061 0.8013 0.8433

M6:
Roberta
+BM25

dev 0.3637 0.6409 0.7484 0.7793
test 0.3361 0.6219 0.7960 0.8360

methods suggested above are reported in Tab. 5
and Tab 6 for single-turn conversations, to an-
swer RQ2.a, we can conclude the performance
of the best-performing fine-tuned neural SoTAs
is reasonable and we can use them for multi-turn
conversation.

5.2 P4: Evaluating Multi-Turn Conversations

Task The task is, given an ongoing conversation
with multiple turns, select or generate the next ques-
tion that would clarify the user’s intent best. The
main goal is to learn from previous user feedback
and ask a question that would lead to the highest
information gain.
Automatic Evaluation Similar to the single-turn
task, we evaluate the effectiveness of the baseline
models based on document relevance. Therefore,
we utilize the whole conversation context, clari-
fying questions, and human responses to retrieve
documents from the collection and assess the qual-
ity of a question based on its impact on ranking
performance. Note that we do not evaluate multi-
turn models in terms of question relevance, since
the question relevance is intended to evaluate re-
call of questions related to the search topic. Due
to complexity and costs of the evaluation, we pick
two best-performing models from Sec. 5.1.2 for
this task. To do so, we use the synthetic training
data to fine-tune ELECTRA and Roberta similarly
to our single-turn setup, but in the multi-turn case
the whole history context is considered as a user
request. The module for deciding whenever the
request needs clarification is preserved. We see
in Tab. 7 that ELECTRA outperforms Roberta in

Table 7: A set of document relevance related met-
rics reported on test set for multi-turn conversations.
NDCG@3 (in bold) is used as the main metric to rank
the quality of the models.

Model MRR P@1 NDCG@3 NDCG@5

ELECTRA 0.1798 0.1161 0.0553 0.0536
Roberta 0.1669 0.1067 0.0522 0.0494

Table 8: Pairwise comparison of ELECTRA and
Roberta on the multi-turn conversations. The values re-
port the percentage of judgements in which ELECTRA
wins Roberta in terms of HU, EG, IN, KL, and CL.9

Comparison HU EG IN KL CL

ELECTRA vs. Roberta 0.57 0.59 0.56 0.57 0.56

terms of all evaluation metrics by a margin. One
promising future research line might be exploring
what properties of these two models lead to that
difference in their effectiveness for this task.
Human Evaluation To ensure that our auto-
matic evaluation reflects the dialogues’ quality, we
conduct a pairwise human evaluation on two of the
baselines. We use and extend the Acute-eval human
annotation framework (Li et al., 2019a) to evaluate
120 randomly sampled dialogue pairs. For consis-
tency, we use the four questions that the authors
suggest measuring Humanness (HU), Enganging-
ness (EG), Interestingness (IN), Knowledgeable
(KL), and add a fifth one, specific to our task, on
Clarification (CL). We modify the crowdsourcing
task to inform the annotators about the conversa-
tion’s main goal (i.e., information seeking). Fur-
thermore, it is crucial to ensure that the annotators
consider the model’s ability to understand the user’s
feedback and incorporate the additional knowledge
when asking its next question. Therefore, we added
another question to examine this aspect of the con-
versation. As shown in Fig. 5, after showing two
full conversations to the annotators, they evaluated
the model’s ability of clarification by answering
the following question: ‘Which one asks better (or
more reasonable) clarifying questions?’. Tab. 8
reports the results of our human evaluation of 120
dialogue pairs in terms of percentage of cases that
ELECTRA beats Roberta based on the human an-
notation. We see that ELECTRA is judged to be
the best model in most cases for all five aspects.
It is interesting to see that the human annotation
is in line with the proposed automatic annotation,
suggesting that our approach approximates the true
quality of the models. Moreover, we see that our
new evaluation dimension, Clarification, achieves
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Figure 5: Sample on-boarding dialogue for clarification
annotation using Acute-eval framework.

a similar result to other dimensions, which sug-
gests that it should be included in the evaluation
framework for the open-domain dialogues.

Based on reported results for automatic evalu-
ation (Tab. 7), which is aligned with human-in-a-
loop one (Tab. 8), we can conclude that suggested
methods can be solid baselines for the follow-up
research as an answer RQ2.b.

6 Conclusions

Asking clarifying questions when a user request is
ambiguous is essential for developing human-like
open-domain dialogue systems. In this work, we
introduce a large-scale dataset that covers almost
300 different topics and is suitable as a founda-
tion for further research. The collected dataset
includes both single- and multi-turn conversations.
We benchmark several state-of-the-art neural mod-
els that were fine-tuned for asking clarifying ques-
tions. Based on how these models performed, we
conclude that they are solid baselines for future re-
search that more fully explores the problem space.
In this paper, we also suggest an offline automatic
evaluation pipeline, which agrees with human-in-
loop evaluation.

We publicly release the collected datasets, the
code for training baselines, and our evaluation pro-
cedure in order to push forward the state-of-the-art.
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