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Abstract

In this work, we explore “prompt tuning,’
a simple yet effective mechanism for learn-
ing “soft prompts” to condition frozen lan-
guage models to perform specific downstream
tasks. Unlike the discrete text prompts used by
GPT-3, soft prompts are learned through back-
propagation and can be tuned to incorporate
signals from any number of labeled examples.
Our end-to-end learned approach outperforms
GPT-3’s few-shot learning by a large margin.
More remarkably, through ablations on model
size using T5, we show that prompt tuning be-
comes more competitive with scale: as mod-
els exceed billions of parameters, our method
“closes the gap” and matches the strong per-
formance of model tuning (where all model
weights are tuned). This finding is especially
relevant because large models are costly to
share and serve and the ability to reuse one
frozen model for multiple downstream tasks
can ease this burden. Our method can be seen
as a simplification of the recently proposed
“prefix tuning” of Li and Liang (2021) and we
provide a comparison to this and other similar
approaches. Finally, we show that condition-
ing a frozen model with soft prompts confers
benefits in robustness to domain transfer and
enables efficient “prompt ensembling.” We
release code and model checkpoints to repro-
duce our experiments.'

1 Introduction

With the wide success of pre-trained large lan-
guage models, a range of techniques has arisen to
adapt these general-purpose models to downstream
tasks. ELMo (Peters et al., 2018) proposed freezing
the pre-trained model and learning a task-specific
weighting of its per-layer representations. How-
ever, since GPT (Radford et al., 2018) and BERT
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Figure 1: Standard model tuning of T5 achieves strong
performance, but requires storing separate copies of the
model for each end task. Our prompt tuning of T5
matches the quality of model tuning as size increases,
while enabling the reuse of a single frozen model for
all tasks. Our approach significantly outperforms few-
shot prompt design using GPT-3. We show mean and
standard deviation across 3 runs for tuning methods.

(Devlin et al., 2019), the dominant adaptation tech-
nique has been model tuning (or “fine-tuning”),
where all model parameters are tuned during adap-
tation, as proposed by Howard and Ruder (2018).

More recently, Brown et al. (2020) showed that
prompt design (or “priming”) is surprisingly effec-
tive at modulating a frozen GPT-3 model’s behavior
through text prompts. Prompts are typically com-
posed of a task description and/or several canonical
examples. This return to “freezing” pre-trained
models is appealing, especially as model size con-
tinues to increase. Rather than requiring a separate
copy of the model for each downstream task, a
single generalist model can simultaneously serve
many different tasks.

Unfortunately, prompt-based adaptation has sev-
eral key drawbacks. Task description is error-prone
and requires human involvement, and the effective-
ness of a prompt is limited by how much condition-
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Figure 2: Model tuning requires making a task-
specific copy of the entire pre-trained model for each
downstream task and inference must be performed in
separate batches. Prompt tuning only requires stor-
ing a small task-specific prompt for each task, and
enables mixed-task inference using the original pre-
trained model. With a T5 “XXL” model, each copy
of the tuned model requires 11 billion parameters. By
contrast, our tuned prompts would only require 20,480
parameters per task—a reduction of over five orders of
magnitude—assuming a prompt length of 5 tokens.

ing text can fit into the model’s input. As a result,
downstream task quality still lags far behind that
of tuned models. For instance, GPT-3 175B few-
shot performance on SuperGLUE is 17.5 points be-
low fine-tuned T5-XXL (Raffel et al., 2020) (71.8
vs. 89.3) despite using 16 times more parameters.

Several efforts to automate prompt design have
been recently proposed. Shin et al. (2020) propose
a search algorithm over the discrete space of words,
guided by the downstream application training data.
While this technique outperforms manual prompt
design, there is still a gap relative to model tuning.

B

Li and Liang (2021) propose “prefix tuning’
and show strong results on generative tasks. This
method freezes the model parameters and back-
propagates the error during tuning to prefix ac-
tivations prepended to each layer in the encoder
stack, including the input layer. Hambardzumyan
et al. (2021) simplify this recipe by restricting the
trainable parameters to the input and output sub-
networks of a masked language model, and show
reasonable results on classifications tasks.

In this paper, we propose prompt tuning as a
further simplification for adapting language models.
We freeze the entire pre-trained model and only al-
low an additional k tunable tokens per downstream
task to be prepended to the input text. This “soft
prompt” is trained end-to-end and can condense
the signal from a full labeled dataset, allowing our
method to outperform few-shot prompts and close
the quality gap with model tuning (Figure 1). At

the same time, since a single pre-trained model is
recycled for all downstream tasks, we retain the ef-
ficient serving benefits of frozen models (Figure 2).

While we developed our method concurrently
with Li and Liang (2021) and Hambardzumyan
et al. (2021), we are the first to show that prompt
tuning alone (with no intermediate-layer prefixes or
task-specific output layers) is sufficient to be com-
petitive with model tuning. Through detailed ex-
periments in sections 2-3, we demonstrate that lan-
guage model capacity is a key ingredient for these
approaches to succeed. As Figure 1 shows, prompt
tuning becomes more competitive with scale.

We compare with similar approaches in Sec-
tion 4. Explicitly separating task-specific param-
eters from the “generalist” parameters needed for
general language-understanding has a range of ad-
ditional benefits. We show in Section 5 that by
capturing the task definition in the prompt while
keeping the generalist parameters fixed, we are able
to achieve better resilience to domain shifts. In Sec-
tion 6, we show that “prompt ensembling”, learn-
ing multiple prompts for the same task, can boost
quality and is more efficient than classic model en-
sembling. Finally, in Section 7, we investigate the
interpretability of our learned soft prompts. In sum,
our key contributions are:

1. Proposing prompt tuning and showing its com-
petitiveness with model tuning in the regime
of large language models.

2. Ablating many design choices, and showing
quality and robustness improve with scale.

3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing
its effectiveness.

2  Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel
et al., 2020), we cast all tasks as text generation.
Instead of modeling classification as the probabil-
ity of an output class given some input, Pr(y|X),
where X is a series of tokens and y is a single class
label, we now model it as conditional generation,
where Y is a sequence of tokens that represent a
class label. TS models classification as Pry (Y| X),
parameterized by the weights, 6, of the transform-
ers (Vaswani et al., 2017) that make up its encoder
and decoder.

Prompting is the approach of adding extra in-
formation for the model to condition on during its
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generation of Y. Normally, prompting is done
by prepending a series of tokens, P, to the in-
put X, such that the model maximizes the likeli-
hood of the correct Y, Prg(Y'|[P; X]), while keep-
ing the model parameters, 6, fixed. In GPT-3,
the representations of the prompt tokens, P =
{p1,p2,...,pn}, are part of the model’s embed-
ding table, parameterized by the frozen . Find-
ing an optimal prompt thus requires the selection
of prompt tokens, through either manual search
or non-differentiable search methods (Jiang et al.,
2020; Shin et al., 2020). Prompt tuning removes
the restriction that the prompt P be parameterized
by 0; instead the prompt has its own dedicated pa-
rameters, 6 p, that can be updated. While prompt
design involves selecting prompt tokens from a
fixed vocabulary of frozen embeddings, prompt
tuning can be thought of as using a fixed prompt
of special tokens, where only the embeddings of
these prompt tokens can be updated. Our new con-
ditional generation is now Prg.g, (Y|[P; X]) and
can be trained by maximizing the likelihood of Y
via backpropagation, while only applying gradient
updates to fp.

Given a series of n tokens, {x1, x2,...,x,}, the
first thing T5 does is embed the tokens, forming
a matrix X, € R"*¢ where ¢ is the dimension of
the embedding space. Our soft-prompts are repre-
sented as a parameter P. € RP*¢, where p is the
length of the prompt. Our prompt is then concate-
nated to the embedded input forming a single ma-
trix [P.; X.] € R(PT™)x¢ which then flows though
the encoder-decoder as normal. Our models are
trained to maximize the probability of Y, but only
the prompt parameters P, are updated.

2.1 Design Decisions

There are many possible ways to initialize the
prompt representations. The simplest is to train
from scratch, using random initialization. A more
sophisticated option is to initialize each prompt
token to an embedding drawn from the model’s
vocabulary. Conceptually, our soft-prompt mod-
ulates the frozen network’s behavior in the same
way as text preceding the input, so it follows that
a word-like representation might serve as a good
initialization spot. For classification tasks, a third
option is to initialize the prompt with embeddings
that enumerate the output classes, similar to the
“verbalizers” of Schick and Schiitze (2021). Since
we want the model to produce these tokens in the

output, initializing the prompt with the embeddings
of the valid target tokens should prime the model
to restrict its output to the legal output classes.

Another design consideration is the length of the
prompt. The parameter cost of our method is £ P,
where F is the token embedding dimension and P
is the prompt length. The shorter the prompt, the
fewer new parameters must be tuned, so we aim to
find a minimal length that still performs well.

2.2 Unlearning Span Corruption

Unlike autoregressive language models like GPT-3,
the T5 models we experiment with use an encoder-
decoder architecture and pre-train on a span cor-
ruption objective. Specifically, TS is tasked with
“reconstructing” masked spans in the input text,
which are marked with unique sentinel tokens. The
target output text consists of all the masked con-
tent, separated by sentinels, plus a final sentinel.
For instance, from the text “Thank you for inviting
me to your party last week” we might construct
a pre-training example where the input is “Thank
you (X) me to your party (Y) week” and the target
output is “(X) for inviting (Y) last (Z)”.

While Raffel et al. (2020) find this architecture
and pre-training objective more effective than tradi-
tional language modeling, we hypothesize that this
setup is not a good fit for producing a frozen model
that can be readily controlled through prompt tun-
ing. In particular, a TS model pre-trained exclu-
sively on span corruption, such as T5 1.1, has never
seen truly natural input text (free of sentinel to-
kens), nor has it ever been asked to predict truly
natural targets. In fact, due to the details of T5’s
span corruption preprocessing, every pre-training
target will begin with a sentinel. While this “unnat-
ural” tendency to output sentinels is easy to over-
come through fine-tuning, we suspect that it would
be much harder to override through a prompt alone,
as the decoder priors cannot be adjusted.

Given these concerns, we experiment with TS
models in three settings. (1) “Span Corruption”:
We use pre-trained TS5 off-the-shelf as our frozen
model, and test its ability to output the expected
text for downstream tasks. (2) “Span Corruption
+ Sentinel”: We use the same model, but prepend
all downstream targets with a sentinel, so as to
more closely resemble the targets seen in pre-
training. (3) “LM Adaptation”: We continue T5’s
self-supervised training for a small number of ad-
ditional steps, but using the “LM” objective dis-
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cussed by Raffel et al. (2020); given a natural text
prefix as input, the model must produce the natural
text continuation as output. Crucially, this adapta-
tion happens only once, producing a single frozen
model that we can reuse for prompt tuning across
any number of downstream tasks.

Through LM adaptation, we hope to “quickly”
transform T5 into a model more similar to GPT-3,
which always outputs realistic text, and is known to
respond well to prompts as a “few-shot learner”. It
is not obvious how successful this late-stage trans-
formation will be compared to pre-training from
scratch, and it has not been investigated previously
to our knowledge. As such, we experiment with
various lengths of adaptation up to 100K steps.

3 Results

Our frozen models are built on top of pre-trained
TS5 checkpoints of all sizes (Small, Base, Large, XL,
XXL). We leverage the public T5 1.1 checkpoints,
which include improvements over the original T5.?

Our “default” configuration, plotted with a green
‘X’ (=) throughout, uses an LM-adapted version
of TS trained for an additional 100K steps, ini-
tializes using class labels (see Section 3.2), and
uses a prompt length of 100 tokens. While this
is longer than the default 10-token prefix used by
Li and Liang (2021), our method still uses fewer
task-specific parameters, as we only tune the input
layer, as opposed to overwriting activations in all
network layers. See Figure 4 for a detailed com-
parison. We will also see shortly that even much
shorter prompts are viable as model size increases.

We measure performance on the SuperGLUE
benchmark (Wang et al., 2019a), a collection of
eight challenging English language understanding
tasks.> We report metrics on the development set
associated with each dataset.

Each of our prompts train on a single Super-
GLUE task; there was no multi-task setup or mix-
ing of training data across tasks. We translate each
SuperGLUE dataset into a text-to-text format fol-
lowing Raffel et al. (2020), except that we omit the

These improvements are (1) the removal of all supervised
data from pre-training, (2) adjustments to hyperparameters
dmodet and dsy, and (3) the use of GeGLU (Shazeer, 2020)
over ReLU (Nair and Hinton, 2010) activations.

3The tasks are BoolQ (Clark et al., 2019), CB (De Marn-
eff et al., 2019), COPA (Roemmele et al., 2011), MultiRC
(Khashabi et al., 2018), ReCoRD (Zhang et al., 2018), RTE
(Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al.,
2007; Bentivogli et al., 2009), WiC (Pilehvar and Camacho-
Collados, 2018), and WSC (Levesque et al., 2012).

task names prepended to inputs indicating which
SuperGLUE task an example belongs to.

We train our prompts for 30,000 steps using T5’s
standard cross-entropy loss, with a constant learn-
ing rate of 0.3 and a batch size of 32. Checkpoints
are selected via early stopping on the development
set, where the stopping metric is the default met-
ric for the dataset, or the average of metrics for
datasets evaluated with multiple metrics. All ex-
periments were run in JAX (Bradbury et al., 2018)
using the Adafactor optimizer (Shazeer and Stern,
2018) with weight decay 1e—5, B2 decay 0.8, and
parameter scaling off. The models were imple-
mented in Flax (Heek et al., 2020). More details
are available in Appendix A.

3.1 Closing the Gap

To compare our method with standard model tun-
ing, we tune the public T5 1.1 checkpoints on
SuperGLUE using the default hyperparameters
specified in the TS5 library (learning rate 0.001,
and Adafactor optimizer with pre-training param-
eter states restored). We consider two baselines.
(1) “Model Tuning”: For an apples-to-apples com-
parison, we tune on each task separately, as in our
prompt tuning setup.* (2) “Model Tuning (Multi-
task)”: We use TS5’s multi-task tuning setup to
achieve a more competitive baseline.’ In this case,
a single model is tuned on all tasks jointly, with a
text prefix indicating the task name.

In Figure 1 (p. 1), we see that prompt tuning
becomes more competitive with model tuning as
scale increases. At the XXL size (11 billion param-
eters), prompt tuning matches even the stronger
multi-task model tuning baseline, despite having
over 20,000 times fewer task-specific parameters.

To compare with prompt design, we include
GPT-3 few-shot performance on the SuperGLUE
dev split, as reported by Brown et al. (2020).°
Figure 1 shows that prompt tuning beats GPT-3

*To improve this baseline, we performed a sweep over the
batch size hyperparameter and selected 2'° tokens per batch.

5The T5 SuperGLUE submission used a more complex
setup, first mixing multi-task supervised data into pre-training,
and then performing single-task fine-tuning. Since we use T5
1.1 throughout, this setup is unavailable, as the pre-training
phase is fully self-supervised. We follow Raffel et al. (2020)
in using 2%° tokens per batch and including DPR data in
the multi-task mixture, which is known to boost WSC task
performance (Kocijan et al., 2019).

®We also experimented with using GPT-3’s manual text
prompts directly with our LM-adapted TS5 checkpoints. How-
ever performance was far below GPT-3 for comparable model
sizes. This may be due to differences in pre-training data and
model architecture, as well as TS’s shorter sequence length.
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Figure 3: Ablations of various hyperparameters on prompt tuning performance (mean and stddev across 3 runs). In
our “default” (—-) configuration, quality improves stably with model size. Across all ablations, the largest (XXL)
model is the most robust to hyperparameter choice. (a) Prompt length: Increasing to 20+ tokens generally confers
a large boost, but XXL performs well even with single-token prompts. (b) Prompt initialization: Random uniform
initialization lags behind more “advanced” initializations using sampled vocabulary or class label embeddings, but
the difference vanishes at XXL size. (c) Pre-training objective: LM adaptation outperforms span corruption, even
when a sentinel is added to downstream task targets, but XXL. works well with any method. (d) LM adaptation:
Longer adaptation generally gives larger gains, but XXL is robust to even short adaptation.

prompt design by a large margin, with prompt-
tuned T5-Small matching GPT-3 XL (over 16
times larger), and prompt-tuned T5-Large beating
GPT-3 175B (over 220 times larger).

3.2 Ablation Study

Prompt Length We train prompts for each
model size while varying the prompt length in
{1,5,20,100, 150} and fixing other settings to our
default configuration. Figure 3(a) shows that for
most model sizes, increasing prompt length beyond
a single token is critical to achieve good perfor-
mance. Notably, the XXL model still gives strong
results with a single-token prompt, suggesting that
the larger the model, the less conditioning signal
is needed to achieve a target behavior. Across all
models, increasing beyond 20 tokens only yields
marginal gains.’

"Going past 100 tokens appears mildly detrimental for

larger models. A similar pattern of diminishing performance
past a certain prefix length is observed by Li and Liang (2021).

Prompt Initialization We ablate the effect of
prompt initialization by training models at all sizes
while fixing other hyperparameters to their default
values. For random initialization, we sample uni-
formly from the range [—0.5, 0.5]. When initial-
izing from sampled vocabulary, we restrict to the
5,000 most “common” tokens in T5’s Sentence-
Piece vocabulary (Kudo and Richardson, 2018),
which is ordered by likelihood in the pre-training
corpus. For “class label” initialization, we take
the embeddings for the string representations of
each class in the downstream task and use them to
initialize one of the tokens in the prompt.> When
a class label is multi-token, we average the token
embeddings. At longer prompt lengths, we often
run out of class labels before we have initialized all

8T5’s handling of the ReCoRD and WSC tasks requires
the model to generate short, free-form text. In these cases, we
initialize the prompts with words related to the task: common-
sense, reasoning, reading, and comprehension for ReCoRD
and commonsense, pronoun, and resolution for WSC.
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of the prompt tokens. In this case we fall back to
our sampled vocab strategy to fill in the prompt.

Figure 3(b) shows our ablation of initialization
strategy across model sizes, where we find that
the class based initialization performs best. At
smaller model sizes, there are large gaps between
the different initializations, but once the model is
scaled to XXL size, those differences disappear.

With “class label” initialization, we observe that
the class labels typically persist in the learned
prompts, such that the nearest token embeddings
(in cosine distance) match the tokens used for ini-
tialization. Beyond this, we did not find our learned
prompts to be interpretable, similar to those of Shin
et al. (2020). See Section 7 for details.

Pre-training Objective In Figures 3(c) and 3(d),
we see pre-training objective has a clear effect on
prompt tuning quality. As hypothesized in Sec-
tion 2.2, T5’s default “span corruption” objective
is not well-suited for training frozen models to be
later conditioned by prompts. Intuitively, models
pre-trained to read and write sentinel tokens are
hard to apply directly to tasks of reading and writ-
ing text without sentinels. As seen in Figure 3(c),
even the “workaround” of adding a sentinel to the
downstream targets has little benefit. While LM
adaptation adds value across all model sizes, we
note our largest XXL model is the most forgiving
and gives strong results even with span corruption.
Given the benefit of LM adaptation, we also
explore how long of an adaptation is helpful. Fig-
ure 3(d) shows that longer adaptation provides ad-
ditional gains, up to 100K steps. This suggests
that the “transition” from span corruption to a lan-
guage modeling objective is not a trivial change,
and making an effective switch takes an investment
of training resources (10% of the steps of the orig-
inal T5 pre-training). At the same time, as in our
other ablations, we observe that the XXL model
is robust to even non-ideal configurations. At this
size, the gains from adaptation are quite modest.
In the non-optimal “span corruption” setting, we
observe instability across model sizes, with the
Small model outperforming the larger Base, Large,
and XL models. On inspection, we find that for
many tasks, these mid-sized models never learn to
output a legal class label and thus score 0%. The
two most common error modes are copying sub-
spans from the input and predicting an empty string.
Furthermore, this poor performance is not due to
random variance in prompt tuning, as we observe
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Figure 4: Parameter usage of various adaptation tech-
niques, fixing architecture to T5 1.1 and prompt/prefix
length to 1-100 tokens (bands show mean and stddev).
Model Tuning: All parameters are task-specific. Pre-
fix Tuning: Activations are tuned in the prefix of each
layer, requiring 0.1-1% task-specific parameters for in-
ference, but more are used for training. WARP: Task
parameters are reduced to under 0.1% by only tuning
input and output layers. Prompt Tuning: Only prompt
embeddings are tuned, reaching under 0.01% for most
model sizes. Prompt Design: Only a sequence of
prompt IDs (500-2000 tokens) is required.

low variance across 3 runs for each size. These
results indicate that using models pre-trained with
the “span corruption” objective can be unreliable,
with only 2 out of 5 models working well, whereas
the LM adapted versions work reliably across all
model sizes.

4 Comparison to Similar Approaches

In this section, we review recent work on learn-
ing continuous prompts, and draw comparisons
with our method. One important axis of compari-
son is the number of task-specific parameters each
method requires, as shown in Figure 4. Among
methods with learnable parameters, prompt tuning
is the most parameter efficient, requiring less than
0.01% task-specific parameters for models over a
billion parameters.’

Li and Liang (2021) propose “prefix tuning”:
learning a sequence of prefixes that are prepended
at every transformer layer. This is akin to learning
transformer activations that are fixed across exam-

°To compare with prompt design, we count each token
ID in the prompt as a parameter, and assume a prompt of
between 500—-2000 tokens to match the GPT-3 setting. While
this technique is by far the most parameter efficient, it comes
at the cost of task quality.
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ples at every network layer. In contrast, prompt
tuning uses a single prompt representation that
is prepended to the embedded input. Beyond re-
quiring fewer parameters, our approach allows the
transformer to update the intermediate-layer task
representations, as contextualized by an input ex-
ample. Their work builds on GPT-2 (Radford et al.,
2019) and BART (Lewis et al., 2020), while ours fo-
cuses on TS5 and examines changes in performance
and robustness to design choices as model size in-
creases. When using BART, prefix tuning includes
prefixes on both the encoder and decoder network,
while prompt tuning only requires prompts on the
encoder. Li and Liang (2021) also rely on a repa-
rameterization of the prefix to stabilize learning,
which adds a large number of parameters during
training, whereas our configuration does not re-
quire this reparameterization and is robust across
SuperGLUE tasks and model sizes.

Hambardzumyan et al. (2021) propose “WARP”,
where prompt parameters are added to the input
layer. This method works with masked language
models, relying on a [MASK] token and a learn-
able output layer to project the mask to class logits.
This formulation restricts the model to producing a
single output, limiting it to classification. Prompt
tuning does not require any changes to the input or
a task-specific head. The performance of prompt
tuning is also considerably closer to the strong per-
formance of model tuning.

Liu et al. (2021) propose “P-tuning” where learn-
able continuous prompts are interleaved throughout
the embedded input, using patterns based on human
design. Our approach removes this complication
by simply prepending the prompt to the input. To
achieve strong SuperGLUE results, P-tuning has to
be used in conjunction with model tuning, that is,
models jointly update both the prompt and the main
model parameters, whereas our approach keeps the
original language model frozen.'?

Qin and Eisner (2021) use “soft words” to learn
prompts to extract knowledge from pre-trained
LMs. Prompts are positioned in relation to the
input based on hand-designed prompt prototypes,
and a learned A} parameter is included for each
layer, so parameter cost scales with model depth.

Logeswaran et al. (2020) use a learnable
prepended token to adapt transformer models to var-

10As another difference, P-tuning requires the addition of
“anchor” tokens in the input (e.g. a question mark following
the hypothesis in the RTE task) to achieve strong performance,
while prompt tuning leaves inputs untouched.

Dataset Domain | Model Prompt A
SQuAD Wiki ‘ 949 +0.2 94.8 +0.1 —0.1
TextbookQA  Book 543437 668 +29 +12.5
BioASQ Bio 779 +£04 79.1 £0.3 +1.2
RACE Exam 59.8 £0.6  60.7 £0.5 +0.9
RE Wiki 88.4 +0.1 88.8 0.2 +0.4
DuoRC Movie 68.9 £0.7 67.7+1.1 —12
DROP Wiki 689 +1.7 671+£19 —1.8

Table 1: F1 mean and stddev for models trained on
SQuAD and evaluated on out-of-domain datasets from
the MRQA 2019 shared task. Prompt tuning tends to
give stronger zero-shot performance than model tun-
ing, especially on datasets with large domain shifts like
TextbookQA.

ious tasks, but focus on small synthetic datasets de-
signed to accommodate a compositional task repre-
sentation, as opposed to larger real-world datasets.
Their base models are small transformers trained
from scratch jointly with the task representations,
whereas we keep the base model frozen and inves-
tigate scaling laws using larger transformers.

More generally, work on task prompts is closely
aligned with work on “adapters” (Rebuffi et al.,
2017; Houlsby et al., 2019), small bottleneck lay-
ers inserted between frozen pre-trained network
layers. Adapters offer another means of reduc-
ing task-specific parameters, with Houlsby et al.
(2019) achieving GLUE performance close to full
model tuning when freezing BERT-Large and only
adding 2-4% additional parameters. Pfeiffer et al.
(2020) use multiple adapters in a multilingual con-
text to explicitly separate language understanding
from task specification, similar to our approach. A
core difference between adapters and prompt tun-
ing is how the approaches change model behavior.
Adapters modify the actual function that acts on the
input representation, parameterized by the neural
network, by allowing the rewriting of activations at
any given layer. Prompt tuning modifies behavior
by leaving the function fixed and adding new in-
put representations that can affect how subsequent
input is processed.

5 Resilience to Domain Shift

By freezing the core language model parameters,
prompt tuning prevents the model from modify-
ing its general understanding of language. Instead,
prompt representations indirectly modulate the rep-
resentation of the input. This reduces the model’s
ability to overfit to a dataset by memorizing spe-
cific lexical cues and spurious correlations. This re-
striction suggests that prompt tuning may improve
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Train  Eval Tuning | Accuracy F1

QQP MRPC  Model 73.1 £09 81.2+2.1
Prompt | 76.3 £0.1 84.3 +0.3

MRPC QQP Model 749 £13 709 +1.2
Prompt | 754 £0.8 69.7 +£0.3

Table 2: Mean and stddev of zero-shot domain transfer
between two paraphrase detection tasks.

robustness to domain shifts, where the distribution
of inputs differs between training and evaluation.

We investigate zero-shot domain transfer on two
tasks: question answering (QA) and paraphrase de-
tection. For question answering, we use the MRQA
2019 shared task on generalization (Fisch et al.,
2019). This task collects extractive QA datasets
in a unified format and tests how models trained
on “in-domain” datasets perform when evaluated
on “out-of-domain” datasets. For our experiments,
we train on SQuAD (Rajpurkar et al., 2016) and
evaluate on each of the out-of-domain datasets.!!

Table 1 shows that prompt tuning outperforms
model tuning on the majority of out-of-domain
datasets, with a remarkable 12.5 point F1 gap be-
tween the two approaches on TextbookQA. We ob-
serve larger gains from prompt tuning in cases of
larger domain shifts (e.g. to Biomedical in BioASQ
or to Textbooks in TextbookQA). Of the datasets
where model tuning is better, we see that DROP
shares a domain (Wikipedia) with SQuAD and is
thus one of the smallest domain transfers.

As a second test of robustness to domain shift,
we explore transfer between two paraphrase detec-
tion tasks from GLUE (Wang et al., 2019b). The
first task is QQP (Lyer et al., 2017), which asks
if two questions from the community Q&A site
Quora are “duplicates”. The second task is MRPC
(Dolan and Brockett, 2005), which asks if two sen-
tences drawn from news articles are paraphrases.
We test transfer in both directions (QQP < MRPC).
As before, we train on the “in-domain” task, select
checkpoints using in-domain validation, and evalu-
ate zero-shot on the “out-of-domain” task.

Table 2 shows that training a lightweight prompt
on the QQP data and evaluating on MRPC gives
much better performance than tuning the entire
model (+3.2 accuracy and +3.1 F1). The results
are much closer in the other direction, with prompt

""'We select checkpoints based on SQuAD validation F1.
The out-of-domain datasets are TextbookQA (Kembhavi et al.,

2017), RACE (Lai et al., 2017), BioASQ (http://biocasq.

org/), RE (Levy et al., 2017), DuoRC (Saha et al., 2018),
and DROP (Dua et al., 2019).

Dataset  Metric | Average Best Ensemble
BoolQ acc. 91.1 91.3 91.7

CB acc./F1 | 99.3/99.0 100.00/100.00 100.0/100.0
COPA acc. 98.8 100.0 100.0
MultiRC  EM/F1, | 65.7/88.7 66.3/89.0 67.1/89.4
ReCoRD EM/F1 | 92.7/93.4 92.9/93.5 93.2/93.9
RTE acc. 92.6 93.5 93.5
WiC acc. 76.2 76.6 774
WSC acc. 95.8 96.2 96.2
SuperGLUE (dev) 90.5 91.0 91.3

Table 3: Performance of a five-prompt ensemble built
from a single frozen T5-XXL model exceeds both the
average and the best among the five prompts.

tuning showing a small improvement in accuracy
and a small drop in F1. These results support the
view that model tuning may be over-parameterized
and more prone to overfit the training task, to the
detriment of similar tasks in different domains.

6 Prompt Ensembling

Ensembles of neural models trained from different
initializations on the same data are widely observed
to improve task performance (Hansen and Salamon,
1990) and are useful for estimating model uncer-
tainty (Lakshminarayanan et al., 2017). However,
as model size increases, ensembling can become
impractical. Beyond the space required to store N
models (e.g. 42 GiB for each copy of T5-XXL),
there is a substantial inference cost to running N
distinct models, whether in parallel or in series.

Prompt tuning provides a more efficient way to
ensemble multiple adaptations of a pre-trained lan-
guage model. By training /N prompts on the same
task, we create N separate “models” for a task,
while still sharing the core language modeling pa-
rameters throughout. Beyond drastically reducing
storage costs, the prompt ensemble makes infer-
ence more efficient. To process one example, rather
than computing forward passes of NV different mod-
els, we can execute a single forward pass with a
batch size of IV, replicating the example across
the batch and varying the prompt. These savings
mirror those seen for multi-tasking in Figure 2.

To demonstrate the viability of prompt ensem-
bling, we train five prompts for each SuperGLUE
task, using a single frozen T5-XXL model with
our default hyperparameters. We use simple major-
ity voting to compute predictions from the ensem-
ble. Table 3 shows that across all tasks, the ensem-
ble beats the single-prompt average and beats, or
matches, the best individual prompt.
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7 Interpretability

An ideally interpretable prompt would consist of
natural language that clearly describes the task at
hand, explicitly asks the model for some result or
action, and makes it easy to understand why the
prompt elicited such behavior from the model.

As prompt tuning works in the continuous em-
bedding space rather than the discrete token space,
interpreting prompts becomes more difficult. To
test the interpretability of our learned soft prompts,
we compute the nearest neighbors to each prompt
token from the frozen model’s vocabulary. We use
cosine distance between the vocabulary embedding
vector and the prompt token representation as the
similarity metric.

We observe that for a given learned prompt to-
ken, the top-5 nearest neighbors form tight seman-
tic clusters. For example, we see lexically similar
clusters such as { Technology / technology I Tech-
nologies | technological | technologies }, as well
as more diverse but still strongly related clusters
such as { entirely / completely | totally | altogether
/ 100% }. The nature of these clusters suggests that
the prompts are in fact learning “word-like” repre-
sentations. We found that random vectors drawn
from the embedding space do not show this sort of
semantic clustering.

When initializing the prompts using the “class-
label” strategy, we often find that the class labels
persist through training. Specifically, if a prompt
token is initialized to a given label, that label is
often among the learned token’s nearest neighbors
after tuning. When initializing with the “Random
Uniform” or “Sampled Vocab” methods, the class
labels can also be found in the nearest neighbors
of the prompts; however they tend to appear as
neighbors to multiple prompt tokens. This suggests
that the model is learning to store the expected
output classes in the prompts as reference, and
initializing the prompt to outputs classes makes
this easier and more centralized.

When examining longer prompts (e.g. size 100),
we often find several prompt tokens with the same
nearest neighbors. This suggests there is either
excess capacity in the prompt, or that the lack of
sequential structure in the prompt representation
makes it difficult for the model to localize informa-
tion to a specific position.

While the learned prompts taken as sequences
show little interpretability, we do observe a high
frequency of words like science, technology and

engineering as the nearest neighbors for prompts
trained on the BoolQ dataset and approximately
20% of the questions are in the “Nature/Science”
category. While more investigation is needed, this
suggests that one role of the prompt may be to
prime the model to interpret inputs in a specific
domain or context (e.g. “scientific”).

8 Conclusion

In this paper, we showed that prompt tuning is
a competitive technique for adapting frozen pre-
trained language models to downstream tasks. On
the popular SuperGLUE benchmark, its task perfor-
mance rivals that of traditional model tuning, with
the gap vanishing as model size increases. On zero-
shot domain transfer, we found that prompt tuning
leads to improved generalization. This plausibly in-
dicates that freezing general-purpose language un-
derstanding parameters and restricting downstream
learning to a lightweight parameter footprint can
help to avoid overfitting to a specific domain.

Beyond task quality metrics, we discussed the
appeal of moving to frozen pre-trained models in
terms of storage and serving costs. This move
enables both efficient multi-task serving, as well
as efficient high-performing prompt ensembling.
Looking forward, we believe that factoring out
task-defining parameters as distinct from general
language-modeling parameters is an exciting step
that opens up many avenues for new research.
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A Reproducibility

A.1 Experimental Settings

We evaluate each GLUE and SuperGLUE dataset
using the metric specified in the benchmark. We
reuse the evaluation code from the publicly avail-
able TS open-source release to compute metrics.'?
For the SQuAD and MRQA datasets, we evaluate
using F1, one of the metrics used by the SQuAD
benchmark, where partial answer spans are consid-
ered. Again, we use the TS open-source release for
metric calculation.'® All of our models use T5 1.1
as the base frozen model, additional details and pre-
trained checkpoints can be found on GitHub.!4 1

All prompts for TS Small and Base models were
trained on 4 TPU v2 chips, while prompts for larger
models were trained on 16 TPU v3 chips.

Parameter counts for each prompt can be found
in Table 4. Average runtimes until convergence can
be found in Table 5.

A.2 Hyperparameter Search

This work used 77 hyperparameter search trials
(40 for prompt tuning and 37 for single-task model
tuning), and 3 training runs (with validation evalu-
ation) for each baseline configuration and ablation
setting, for a total of 195 runs for our main result
and ablations. There were an additional 18 runs for
the domain shift experiments and 24 extra runs to
create the ensemble. Hyperparameter bounds can
be found in Table 6. Hyperparameter tuning was
done via manual tuning and settings were selected
based on the SuperGLUE score. All experiments in
this work, outside of the hyperparameter being ab-
lated, use our default configuration of 100K steps
of LM Adapation, a prompt length of 100, and
“class-label” initialization.

All graphs of our experimental results plot the
mean and standard deviation over 3 runs as com-
puted by Seaborn (Waskom, 2021). Some settings
have such low variance that the standard deviation

Phttps://github.com/google-research/
text-to-text-transfer-transformer/blob/
master/t5/evaluation/metrics.py

Bhttps://github.com/google-research/
text-to-text-transfer—-transformer/blob/
master/t5/evaluation/metrics.py#L151

Yhttps://github.com/google-research/
text-to-text-transfer-transformer/blob/
master/released_checkpoints.md#t511

Bhttps://github.com/google-research/
text-to-text-transfer-transformer/
blob/main/released_checkpoints.md#
Im-adapted-t5111ml100k

is hidden behind the line itself, such as “Model Tun-
ing (Multi-task)” in Figure 1 and the Base, Large,
and XL prompts trained on the “Span Corruption”
pretraining objective in Figure 3(b). Figure 4 also
shows mean and standard deviation for the num-
ber of parameters each method uses as the prompt
length varies from 1-100. The “Prefix Tuning
(Train)” curves appears to have no standard de-
viation because the parameter count is so strongly
dominated by the cost of the reparameterization
parameters that the standard deviation bands are
occluded. For our experiments on domain transfer,
we report mean and standard deviation over 3 runs.

A.3 Datasets

All datasets used are in English. For the GLUE!'6-!”
and SuperGLUE'® datasets, we used the training,
validation, and test splits that ship with TensorFlow
Datasets. We used version 1.0 .0 for GLUE and
1.0.2 for SuperGLUE datasets. For SQuAD'
weused vl.1:3.0.0 from Tensorflow Datasets
and follow the provided training, validation, and
test splits. For the out-of-domain datasets we used
the development splits distributed as part of the
MRQA shared task.?’ Dataset sizes can be found
in Table 7. The label distributions for each dataset
can be found in Table 8 (BoolQ), Table 9 (CB),
Table 10 (COPA), Table 11 (MultiRC), Table 14
(RTE), Table 12 (WiC), Table 13 (WSC), Table 15
(MRPC) and Table 16 (QQP).

The question answering datasets are extractive
datasets with a variety of answers, so there isn’t a
label distribution to report. Similarly, the ReCoRD
dataset is a multiple choice dataset where the model
must predict the masked out entity from a list of
possible entities. Due to this formulation there isn’t
a meaningful label distribution.

We followed the open-source TS preprocess-
ing procedure®! for each dataset, except that we
omit the dataset prefix denoting which SuperGLUE
dataset an example belongs to. For the SQuAD and

Yhttps://www.tensorflow.org/datasets/
catalog/glue#gluemrpc
“https://www.tensorflow.org/datasets/
catalog/glue#glueqqgp
Bhttps://www.tensorflow.org/datasets/
catalog/super_glue
Yhttps://www.tensorflow.org/datasets/
catalog/squadfsquadvll_default_config
Ppttps://github.com/mrga/
MRQA-Shared-Task-2019%#out—-of-domain
Upttps://github.com/google-research/
text-to-text-transfer-transformer/blob/
master/t5/data/preprocessors.py
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TS5 Size

Prompt Length \ Trainable Parameters

Total Parameters  Percent Trainable

Small 1 512 76,961,664 0.00067%
5 2,560 76,963,712 0.00333%

20 10,420 76,971,572 0.01330%

50 25,600 76,986,752 0.03325%

100 51,200 77,012,352 0.06648%

150 76,800 77,037,952 0.09969%

Base 1 768 247,578,624 0.00031%
5 3,840 247,581,696 0.00155%

20 15,360 247,593,216 0.00620%

50 38,400 247,616,256 0.01551%

100 76,800 247,654,656 0.03101%

150 115,200 247,693,056 0.04651%

Large 1 1,024 783,151,104 0.00013%
5 5,120 783,155,200 0.00065%

20 20,480 783,170,560 0.00262%

50 51,200 783,201,280 0.00654%

100 102,400 783,252,480 0.01907%

150 153,600 783,303,680 0.01961%

XL 1 2,048  2,849,759,232 0.00007%
5 10,240  2,849,767,424 0.00036%

20 40,960  2,849,798,144 0.00143%

50 102,400  2,849,859,584 0.00359%

100 204,800  2,849,961,984 0.00718%

150 307,200  2,850,064,384 0.01078%

XXL 1 4,096  11,135,336,448 0.00004%
5 20,480  11,135,352,832 0.00018%

20 81,020 11,135,414,272 0.00074%

50 204,800  11,137,380,352 0.00184%

100 409,600  11,135,741,952 0.00368%

150 614,400  11,135,946,752 0.00552%

Table 4: Number of parameters used for various prompt lengths and TS5 model sizes. Trainable parameters is
the number of parameters in the prompt itself, while total parameters includes the prompt plus the original T5
parameters. The TS5 parameters are frozen and shared across all tasks, and include the SentencePiece lookup table
parameters. The final column is the percentage of total parameters that are trainable.

MRQA datasets we used the TS SQuAD prepro-
cessing code??. By following the T5 preprocessing
and text-to-text format, we recast the WSC dataset
as a text generation task. Instead of predicting
whether a supplied referent is correct for a high-
lighted span, our model predicts the correct referent
directly. As such, we can only learn from training
examples where the referent is correct, so WSC
training data where the supplied referent is incor-
rect are omitted.
No new data was collected for this work.

Znttps://github.com/google-research/
text-to-text-transfer-transformer/blob/
master/t5/data/preprocessors.py#L264

Prompt Length ~ T5 Size | Time
1 Large 3:17 £02:10
XL 3:37 +£02:11
XXL 21:23 £01:54
20 XL 49:08 +18:53
XXL 53:03 £16:25
50 Small 09:05 £05:07
Base 55:01 +£27:48
Large 1:14:16 £13:12
XL 2:30:10 £25:40
XXL 3:13:13 £23:08
100 Small 16:25 £01:15
Base 29:57 £00:18
Large 1:23:36 £10:21
XL 3:35:00 £54:42
XXL 3:51:15 £45:53

Table 5: Mean and standard deviation of the runtime
until convergence for the BoolQ dataset and various
prompt lengths and model sizes. Convergence is de-
fined as reaching a performance within 1% of the mean
value for that model configuration. A few configura-
tions have been omitted because their runtimes were
artificially extended due to preemption.
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Hyperparameter | Search Space

Learning Rate 0.001-0.5 Split | False True
Parameter Scaling {True, False} -

Batch Size (32,64, 126, 256, 512} 3;‘;:3;?1% X g?g j;lé
Number of Steps {10,000, 20,000, 30,000} . .

Warmup Steps

Decay Factor
Steps per Decay

{off, 2,000, 3,000}
{off,0.1,0.5}

{off, 4,000, 6,000, 8,000}

Table 6: Search space for each hyperparameter consid-
ered. Parameter Scaling refers to the Adafactor setting

Table 11: Label distribution for the MultiRC dataset.

where an update is scaled by the norm of the parameter Split | False True
it will be applied to. Warmup Steps is the number of Training 50.0  50.0
Validation 50.0 50.0

steps before a linearly increasing learning rate reaches
the Learning Rate value, starting from zero. Decay Fac-
tor is the reduction in Learning Rate size that occurs
every “Steps per Decay” steps.

Table 12: Label distribution for the WiC dataset.

Dataset | Training Validation — Testing
BoolQ 9,427 3,270 3,245 Split ‘ False True
CB 250 56 250 .
COPA 400 100 500 \T;Tgmg 6g‘(5) 128'(;
MultiRC 27,243 4,848 9,693 alidation : :
ReCoRD 100,730 10,000 10,000
RTE 2,490 277 3,000 Table 13: Label distribution for the WSC dataset. Fol-
WiC 5742§ 638 1,400 lowing T5, we cast the WSC dataset to a free-form text
WSC 259 104 146 generation task where the model generates the referent
MRPC 3,668 408 1,725 to the highlichted instead dicti if th
QQP 363,849 40,430 390.965 o. e 1g 1g ed span instead predicting i .e sup-
SQUAD 87,599 10,570 B} plied entity is the correct referent of the highlighted
TextbookQA - 1,504 - span. Thus, we only use training data where the sup-
RACE - 1,503 - plied referent is correct making our training label dis-
BioASQ - 1,501 - tribution focused entirely on True.
RE - 674 -
DuoRC - 2,948 -
DROP - 1,503 -
Table 7: Sizes for training, Vahdgtlon, and testlng splits Split | entailment not_entailment
of each dataset used. *Following T3, our casting of m———" P e
: raining . .
WSC as a text generation problems means we can only Validation £ 7 473

train on examples where the supplied referent is correct.
This means our training dataset is smaller than the nor-

mal WSC training dataset, which has 554 examples. Table 14: Label distribution for the RTE dataset.

Split | False True
Training 37.7 62.3
Validation 37.8 62.2 Split | equivalent not_equivalent
Training 67.4 32.6
Table 8: Label distribution for the BoolQ dataset. Validation 68.4 31.6

Split | contradiction entailment neutral Table 15: Label distribution for the MRPC dataset.
Training 47.6 46.0 6.4
Validation 50.0 41.1 8.9

Table 9: Label distribution for the CB dataset.

Split | duplicate not_duplicate
Split | choicel choice2 Training 36.9 63.1
Training 18.8 51.2 Validation 36.8 63.2
Validation 55.0 45.0

Table 16: Label distribution for the QQP dataset.
Table 10: Label distribution for the COPA dataset.
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