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Abstract

Neural relation extraction models have shown
promising results in recent years; however, the
model performance drops dramatically given
only a few training samples. Recent works
try leveraging the advance in few-shot learn-
ing to solve the low resource problem, where
they train label-agnostic models to directly
compare the semantic similarities among con-
text sentences in the embedding space. How-
ever, the label-aware information, i.e., the re-
lation label that contains the semantic knowl-
edge of the relation itself, is often neglected
for prediction. In this work, we propose
a framework considering both label-agnostic
and label-aware semantic mapping informa-
tion for low resource relation extraction. We
show that incorporating the above two types
of mapping information in both pretraining
and fine-tuning can significantly improve the
model performance on low-resource relation
extraction tasks.

1 Introduction

Relation Extraction (RE), which aims at discover-
ing the correct relation between two entities in a
given sentence, is a fundamental task in NLP (Gao
et al., 2019). The problem is generally regarded
as a supervised classification problem by training
on large-scale labelled data (Zhang et al., 2017).
Neural models, e.g. RNN-based methods (Zhou
et al., 2016), or more recently, BERT-based meth-
ods (Soares et al., 2019; Peng et al., 2020), have
shown promising results on RE tasks, where they
achieve state-of-the-art performance or even com-
parable with human performance on several public
RE benchmarks.

Despite the promising performance of the exist-
ing neural relation classification frameworks, re-
cent studies (Han et al., 2018) found that the model
performance drops dramatically as the number of
instances for a relation decreases, e.g., for long-tail
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Figure 1: Example for a 2-way 2-shot relation extrac-
tion task. The entities with underlines are head entities,
and the entities in bold are tail entities. The target is to
predict the relation between the head and the tail enti-
ties for a given query instance.

relations. An extreme condition is few-shot rela-
tion extraction, where only few support examples
are given for the unseen relations, see Figure 1 as
an example.

A conventional way to solve the data deficiency
problem of RE is distant supervision (Mintz et al.,
2009; Hu et al., 2019), which assumes same entity-
pairs have same relations in all sentences so that
to augment training data for each relation from
external corpus. However, such an approach can be
rough and noisy since same entity-pairs may have
different relations given different contexts (Ye and
Ling, 2019; Peng et al., 2020). Besides, distant
supervision may exacerbate the long-tail problem
in RE for the relations with only a few instances.

Inspired by the advances in few-shot learn-
ing (Nichol et al., 2018; Mishra et al., 2018), recent
attempts adopt metric-based meta-learning frame-
works (Snell et al., 2017; Koch et al., 2015) to few-
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Figure 2: Examples for label-agnostic and label-aware models to relation extraction.

shot RE tasks (Gao et al., 2019; Ye and Ling, 2019).
The key idea is to learn a label-agnostic model that
compares the similarity between the query and sup-
port samples in the embedding space (see Figure 2
for an example). In this way, the target for RE
changes from learning a general and accurate re-
lation classifier to learning a projection network
that maps the instances with the same relation into
close regions in the embedding space.

Recent metric-based relation extraction frame-
works (Peng et al., 2020; Soares et al., 2019)
achieve the state-of-the-art on low-resource RE
benchmarks. However, these approaches are not
applicable when there is no support instance for
the unseen relations, since they need at least one
support example to provide the similarity score
of a given query sentence. Besides, most of the
existing few-shot RE frameworks neglect the rela-
tion label for prediction, whereas the relation label
contains valuable information that implies the se-
mantic knowledge between the two entities in a
given sentence. In this work, we propose a se-
mantic mapping framework, MapRE, which lever-
ages both label-agnostic and label-aware knowl-
edge. Specifically, we hope two types of matching
information, i.e., the context sentences and their
corresponding relation label (label-aware) as well
as the context sentences denoting the same relations
(label-agnostic), to be close in the embedding space.
We show that leveraging the label-agnostic and
label-aware knowledge in pretraining improves the
model performance in low-resource RE tasks, and
utilizing the two types of information in fine-tuning
can further enhance the prediction results. With the
contribution of the label-agnostic and label-aware
information in both pretraining and fine-tuning, we

achieve the state-of-the-art in nearly all settings of
the low-resource RE tasks (e.g., we improve the
SOTA on two 10-way 1-shot datasets by 1.98% and
2.35%, respectively).

Section 2 summarizes the related work and
briefly introduces the difference between our pro-
posed method and the others. Section 3 illustrates
the pretraining framework with considering both
label-agnostic and label-aware information. We
evaluate the proposed model on supervised RE in
Section 4 and few & zero-shot RE in Section 5, and
leave concluding remarks in Section 6.

2 Related Work

Meta-learning One branch of meta-learning is
optimization-based frameworks (Nichol et al.,
2018), e.g. model-agnostic meta-learning (MAML)
(Finn et al., 2017), which learn a shared parameter
initialization across training tasks to initialize the
model parameters of testing tasks. However, a sin-
gle shared parameter initialization cannot fit diverse
task distribution (Hospedales et al., 2020); besides,
the gradient updating strategies for the sharing pa-
rameters are complex and will take more compu-
tation resources. Metric-based meta-learning ap-
proaches (Snell et al., 2017; Koch et al., 2015) learn
a projection network that maps the support and the
query samples into the same semantic space to com-
pare the similarities. The metric-based approaches
are non-parametric, easier for implementation, and
less computationally expensive; they have shown
better performance than the optimization-based ap-
proaches on a series of few-shot learning tasks (Tri-
antafillou et al., 2019), thus have been widely used
in recent few-shot RE frameworks (Ye and Ling,
2019).
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Few-shot RE Prototypical network (Snell et al.,
2017) is probably the most widely used metric-
based meta-learning framework for few-shot RE.
It learns a prototype vector for each relation with
a few examples, then compares the similarity be-
tween the query instance and the prototype vectors
of the candidate relations for prediction (Han et al.,
2018). For example, Gao et al. (2019) proposed hy-
brid attention-based prototypical networks to han-
dle noisy training samples in few-shot learning.
Ye and Ling (2019) further propose a multi-level
matching and aggregation network for few-shot
RE. Recent studies (Soares et al., 2019; Peng et al.,
2020) also suggest the effectiveness of applying the
metric-based approaches on pretrained models (De-
vlin et al., 2019), where optimizing the matching in-
formation between the support and query instances
in embedding space obtained from the pretrained
models can improve the model performance on the
few-shot RE tasks. However, the metric-based ap-
proaches are not applicable for zero-shot learning
scenarios, since they need at least one example for
each support instance. To fill in this gap, we pro-
pose a semantic mapping framework that leverages
both label-aware and label-agnostic information for
relation extraction.

Zero-shot learning An extreme condition of
few-shot learning is zero-shot learning, where there
is no instance provided for the candidate labels. A
standard approach is to match the inputs with the
predefined label vectors (Xian et al., 2017; Rios
and Kavuluru, 2018; Xie et al., 2019), which as-
sumes the label vectors take an equally crucial role
as the representations of the support instances (Yin
et al., 2019). The label vectors are often obtained
by pretrained word embeddings such as GloVe em-
beddings (Pennington et al., 2014) and will be
directly used for prediction (Rios and Kavuluru,
2018; Wang et al., 2018). For example, Xia et al.
(2018) study the zero-shot intent detection problem:
they use the sum of the word embeddings as the rep-
resentation for each intent label, and the prediction
is based on the similarity between the inputs and the
intent representations. Zhang et al. (2019) enrich
the label representation with external knowledge
such as the label description and the label hierar-
chy. However, the label representations are fixed in
most existing zero-shot learning approaches, which
will lead the input-representation-learning model
overfit to the label representations. Besides, the su-
periority of the label-aware models are somewhat

limited to zero-shot learning scenarios – according
to our experimental results on FewRel dataset (Han
et al., 2018) (refer to Table 3), the label-agnostic
models perform better than the label-aware models
once given support examples. To overcome the
above issues, we propose a pretraining framework
considering both label-aware and label-agnostic in-
formation for low-resource RE tasks, where the
label representations are obtained via a learnable
BERT-based (Devlin et al., 2019) model.

RE with external knowledge Some works try
leveraging external knowledge to address the low-
resource RE tasks. For example, Cetoli (2020)
formalize RE as a question-answering task: they
fine-tune on a BERT-based model that pretrained
on SQUAD (Rajpurkar et al., 2016) then use the
BERT-based model to generate the prediction for
the relation label. Qu et al. (2020) follows the key
idea of zero-shot learning by introducing knowl-
edge graphs to obtain the relation label representa-
tions. Both works show good performance on low-
resource RE tasks while need extra knowledge to
fine-tune the framework. However, the extra knowl-
edge is not always available for all cases. In this
work, we focus on enhancing the generalization
ability of the model without referring to external
knowledge, where we obtain SOTA performance
on most low-resource RE benchmarks.

3 Pretraining with Semantic Mapping

3.1 Preliminary

Task definition Each instance x = (c, ph, pt)
includes a triple of context sentence tokens c =
[c0 . . . cm] and the head and tail entity positions,
where c0 = [CLS] and cm = [SEP] are two
special tokens denoting the start and the end of
the sequence, ph = (psh, p

e
h) and pt = (pst , p

e
t )

are the indices for head and tail entities with
0 ≤ psh ≤ peh ≤ m and 0 ≤ pst ≤ pet ≤ m.
For a supervised learning problem, given N re-
lations R = {r1, . . . , rN } and the instances for
each relation, our target is to predict the correct
relations r ∈ R for the testing instances. For a
N -way K-shot learning problem, given support
instances S = {xjr|r ∈ R, j = {1, . . . ,K}} with
N relations R = {r1, . . . , rN} and K examples
for each relation, our target is to predict the correct
relation r ∈ R of the entities for a query instance
xq.
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Figure 3: The pretraining framework for MapRE, where we consider both label-agnostic and label-aware semantic
mapping information in training the whole framework.

Differences between supervised RE and few-
shot RE There are several differences between
supervised RE and few-shot RE. First, supervised
RE tries to learn a N -way relation classifier that
could fit all training instances, while few-shot
RE tries to learn a N -way classifier (normally
N � N ) by learning from only a few samples.
Second, the training and testing data for few-shot
RE have no intersection in relation types, i.e. dur-
ing the testing phase, the model is required to gen-
eralize to unseen labels with only a few samples.

Pretraining for low-resource RE Recent stud-
ies (Soares et al., 2019; Peng et al., 2020) find
that pretrain the model with contrastive ranking
loss (Sohn, 2016; Oord et al., 2018) can improve
the generalization ability of the model in low-
resource RE tasks. The key idea is reducing the
semantic gap between the instances with the same
relations in the embedding space. In other words,
instances with same relations should have similar
representations.

3.2 Matching Sample Formulation

Following the idea of Soares et al. (2019) and Peng
et al. (2020), we construct mapping functions for
relation extraction. Specially, we hope two types of
matching samples to be close in the semantic space:
1) the context sentences denoting same relations,
and 2) the context sentences and the corresponding
relation labels.

Given a knowledge graph G containing extensive
examples of relation triples T = (h, r, t), T ∈ G,
we will first randomly sample the relation triples;
then, sentences containing the same head h and
tail h entities and denoting the same relation r
will be sampled from the corpus for this triple,
i.e. {x = (c, ph, pt)|x ∈ T}. Specially, at
each sampling step, N triples with N different
relations {ri|i = 1, . . . , N} are sampled from G.
For each triple T = (h, r, t), a pair of sentences

{(xA, xB)|xA, xB ∈ T} will be extracted from
the corpus, so that we have 2N sentences in total.
For each sentence, we take a similar strategy as in
(Soares et al., 2019; Peng et al., 2020) that a proba-
bility of 0.7 is set to mask the entity mentions when
fed into the sentence context encoder to avoid the
model memorizes the entity mentions or shallow
cues during pretraining.

Suppose the sentence context encoder is denoted
as fCON, and the relation encoder is denoted as
fREL, we hope the semantic gap between each
pair of sentences that denote for same relation,
i.e., d(fCON(xA), fCON(xB)), xA, xB ∈ T , and the
semantic gap between the context sentences and
their relation labels, i.e., d(fCON(xA), fREL(r)) and
d(fCON(xB), fREL(r)), to be small in in the embed-
ding space. Figure 3 shows an example of the
matching samples, where both the context encoder
fCON and the relation encoder fREL are a BERTBASE
model (Devlin et al., 2019). According to Soares
et al. (2019), the concatenation of the special to-
kens (i.e., [head] and [tail]) at the start of
the head and the tail entities, provides best per-
formance for downstream relation classification
tasks, thus we take fCON(x)[[head],[tail]] to
compare the label-agnostic similarities between
sentences. We use the embedding of the special
[CLS] token in the context encoder fCON(x)[CLS]
to denote the label-aware information for the con-
text sentence, and the [CLS] token in relation
encoder fREL(r)[CLS] to denote the relation rep-
resentation. This is to avoid the override of the
memorization in the head and tail special tokens
and to improve the generalization ability of the
sentence context encoder. Another reason is the
dimension of the concatenation [[head], [tail]]
and the [CLS] token does not match, which needs
extra parameter space to optimize. The extra pa-
rameter space can be easily over-fitted to training
data and produce biased prediction performance
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when distinct distribution between the training and
testing sets exists.

3.3 Training Objectives

At each sampling step, we have 2N sentences
with N pairs of sentences denoting N distinct rela-
tions. For each sentence x, we get its context em-
bedding u = fCON(x)[[head],[tail]] and its
label-aware embedding w = fCON(x)[CLS]. The
corresponding relation representation is obtained
by v = fREL(r)[CLS]. We use contrastive train-
ing (Oord et al., 2018; Chen et al., 2020) to train
the MapRE, which pulls the ’neighbors’ together
and pushes ’non-neighbors’ apart. Specifically, we
consider three training objectives to optimize the
whole framework.

Contrastive Context Representation Loss We
follow the work by (Peng et al., 2020) to cal-
culate the contrastive loss of the sentence con-
text representations 1. For example, for sentence
xiA from the positive pair (xiA, x

i
B) (both rep-

resents relation ri), any sentence in other pairs
forms the negative pair with xiA, i.e., (xiA, x

j
B) and

(xiA, x
j
A), for 1 ≤ j ≤ N, j 6= i (examples are

shown in Figure 4). Then for xiA, we maximize
exp (ui

A
>uB)

Σj exp (ui
A
>uj

B)+Σj exp (ui
A
>uj

A)
. Sum the log loss for

each sentence, we get the contrastive context repre-
sentation loss as LCCR.

Relation 1

Relation 2

Relation 3

Positive Pairs Negative Pairs

Figure 4: Examples for positive and negative sentence
context representation pairs.

Contrastive Relation Representation Loss We
also calculate the contrastive loss between the label-
aware representation w and the relation represen-
tations v. For the 2N sampled sentences of N
relations, we hope to minimize the loss

LCRR = −Σ2N
i=1 log

exp (w>i vi)
ΣN
j=1 exp (w>i vj)

. (1)

Masked Language Modeling (MLM) We also
consider the conventional Masked Language Mod-

1https://kevinmusgrave.github.
io/pytorch-metric-learning/losses/
#ntxentloss

eling objective (Devlin et al., 2019), which ran-
domly masks tokens in the inputs and predicts them
in the outputs to let the context encoder engaging
more semantic and syntactic knowledge. Denoting
the loss by LMLM , the overall training objective is

L = LCCR + LCRR + LMLM (2)

We pretrain the whole framework on Wiki-
data (Vrandečić and Krötzsch, 2014) with a similar
strategy as in (Peng et al., 2020), where we exclude
any overlapping data between Wikidata and the
datasets for further experiments.

4 Supervised RE

4.1 Fine-tuning for supervised RE

We obtain a pretrained context encoder fCON and
a relation encoder fREL after the pretraining pro-
cess mentioned above. A conventional way for
supervised RE is to append several fully connected
layers to the context encoder fCON for classification,
which can also be regarded as computing the sim-
ilarity between the output of the context encoder
and the one-hot relation label vectors (see the left
part of Figure 5 as an example). Instead of using
one-hot representation for the relation labels, we
use the relation representation obtained from the
relation encoder to calculate the similarities. An
example is shown in the right part of Figure 5. The
prediction is made by

r̂ = arg max
r

exp (σ(fCON(x))>fREL(r))

Σr′∈R exp (σ(fCON(x))>fREL(r′))
(3)

where σ stands for fully connected layers, fREL(r)
denotes the embedding of the special token [CLS]
in the relation encoder, and fCON(x) here outputs
the concatenation of the special tokens of head and
tail entities [[head],[tail]]. We optimize the
context encoder, relation encoder, and the fully con-
nected layers with cross-entropy loss for supervised
training.

4.2 Evaluation

Datasets We evaluate on two benchmark
datasets, ChemProt (Kringelum et al., 2016) and
Wiki80 (Han et al., 2019) for supervised RE
tasks. The former includes 56,000 instances for 80
relations, and the latter includes 10,065 instances
for 13 relations.

https://kevinmusgrave.github.io/pytorch-metric-learning/losses/#ntxentloss
https://kevinmusgrave.github.io/pytorch-metric-learning/losses/#ntxentloss
https://kevinmusgrave.github.io/pytorch-metric-learning/losses/#ntxentloss
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Figure 5: The frameworks for supervised learning.
Left: uses fully connected layers to predict the prob-
ability distribution over all relations, used in BERT,
MTB, CP, and MapRE-L. Right: compares the sen-
tence context embedding with the relation representa-
tions, and regards the relation with highest similarity
score as the prediction, used in MapRE-R.

Dataset Method 1% 10% 100%

Wiki80

BERT 0.559 0.829 0.913
MTB 0.585 0.859 0.916
CP 0.827 0.893 0.922

MapRE-L 0.850 0.915 0.933
MapRE-R 0.904 0.921 0.933

ChemProt

BERT 0.362 0.634 0.792
MTB 0.362 0.682 0.796
CP 0.361 0.708 0.806

MapRE-L 0.424 0.666 0.813
MapRE-R 0.416 0.693 0.814

Table 1: Comparison results on supervised learning
tasks in accuracy. 1%, 10%, and 100% denote the pro-
portion of the training data used for fine-tuning.

Comparison Methods Numerous studies have
been done for supervised RE tasks. Here we fo-
cus on low-resource RE and choose the follow-
ing three representative models for comparison.
1) BERT (Devlin et al., 2019): the widely used
pretrained model for NLP tasks. In this case, the
model takes the embedding of the special tokens of
the head and tail entities for prediction via several
fully connected layers, similar to the conventional
strategy shown in the left part of the Figure 5. 2)
MTB (Soares et al., 2019): a pretrained framework
for RE, which regards the sentences with the same
head and tail entities as positive pairs. The fine-
tuning strategy is same as in BERT. 3) CP (Peng
et al., 2020): a pretrained framework that is anal-
ogous to MTB. The difference is that the model
treats sentences with the same relations as positive
pairs during the pretraining phase. The fine-tuning
strategy is the same as BERT and MTB.

Comparison Results Table 1 shows the compar-
ison results on the two datasets with training on

different proportions of the training sets. For our
model, we consider the model performance with
different fine-tuning strategies as shown in the left
and right part in Figure 5. We denote the two
variants as MapRE-L and MapRE-R. The detailed
parameter settings can be found in the Appendix.
We can observe that: 1) pretraining on the BERT
with matching information (i.e., MTB, CP, and
our MapRE) can improve the model performance
on low-resource RE tasks; 2) comparing MapRE-
L with CP and MTB, adding the label-aware in-
formation during pretraining can significantly im-
prove the model performance, especially on ex-
tremely low-resource conditions, e.g., when only
1% of training sets are available for fine-tuning;
and 3) comparing MapRE-R with MapRE-L, which
also considers the label-aware information in fine-
tuning, shows better and more stable performance
in most conditions. Overall, the results suggest the
importance of engaging the label-aware informa-
tion in pretraining and fine-tuning to improve the
model performance on low-resource supervised RE
tasks.

5 Few & Zero-shot RE

5.1 Fine-tuning for few-shot RE

In the case of few-shot learning, the model is re-
quired to predict for new instances with only a few
given samples. For a N -way K-shot problem, the
support set S contains N relations that each is with
K examples, and the query set contains Q sam-
ples that each belongs to one of the N relations.
To fine-tune the model for few-shot RE, we con-
struct the training set in a series of N -way K-shot
learning tasks. For each task, the prediction for a
query instance xq is made by comparing the label-
agnostic mapping information, i.e., the similarity
between the query context sentence representation
uq and the support context sentence representation
ur, as well as the label-aware mapping informa-
tion, i.e., the semantic gap between the query label-
aware representation wq = fCON(xq)[CLS] and the
relation label representation vr = fREL(r)[CLS]:

r̂ = arg max
r

exp(α · u>q ur + β · w>q vr)
Σr′∈R exp(α · u>q ur′ + β · w>q vr′)

(4)

ur =
1

K
Σku

k
r =

1

K
ΣkfCON(xkr )[[head], [tail]]

(5)
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Figure 6: The framework for few-shot learning with
MapRE. Both label-agnostic information, i.e., the
matching information among the context sentence rep-
resentations, and label-aware information, i.e., the se-
mantic gap between the sentence label-aware represen-
tation and the relation label representation, are consid-
ered for fine-tuning.

where ur is the prototype sentence representation
for K support instances denoting relation r; α and
β are two learnable coefficients controlling the con-
tribution of the two types of semantic mapping
information. An example of the few-shot learn-
ing framework is shown in Figure 6. We update
both context encoder and relation encoder with
cross-entropy loss on the generated N -way K-shot
training tasks. We use dot product as the mea-
surement of the similarities, which shows the best
performance compared with other measurements.
Details about the model settings can be found in
the Appendix.

5.2 Evaluation
Datasets We evaluate the proposed method on
two few-shot learning benchmarks: FewRel (Han
et al., 2018) and NYT-25 (Gao et al., 2019). The
FewRel dataset consists of 70,000 sentences for
100 relations (each with 700 sentences) derived
from Wikipedia. There are 64 relations for train-
ing, 16 relations for validation, and 20 relations for
testing. The testing dataset contains 10,000 query
sentences that each is givenN -wayK-shot relation
examples and has to be evaluated online (the labels
for the testing set is not published). The NYT-25
dataset is a processed dataset by (Gao et al., 2019)
for few-shot learning. We follow the preprocessing
strategy by Qu et al. (2020) to randomly sample 10
relations for training, 5 for validating, and 10 for
testing.

Comparison methods Many recent stud-
ies try employing the advances of meta-
learning (Hospedales et al., 2020) to few-shot RE
tasks. We consider the following representative

methods for comparison. 1) Proto (Han et al.,
2018) is a work using Prototypical Networks (Snell
et al., 2017) for few-shot RE. The model tries
to find the prototypical vectors for each relation
from supporting instances, and compares the
distance between the query instance and each
prototypical vector under certain distance metrics.
Each instance is encoded by a BERTBASE model.
2) BERT-pair (Gao et al., 2019) is a BERT-based
model that encodes a pair of sentences to a
probability that the pair of sentences expressing
the same relation. 3) REGRAB (Qu et al., 2020)
is a label-aware approach that predicts the relations
based on the similarity between the context
sentence and the relation label. The relation
label representation is initialized via an external
knowledge graph, where a Bayesian meta-learning
approach is further used to infer the posterior
distribution of the relation representation. The
representation of the context sentence is learned by
a BERTBASE model. 4) MTB (Soares et al., 2019)
is a pretraining framework with the assumption
that the sentences with the same head and tail
entities are positive pairs. During the testing phase,
it ranks the similarity score between the query
instance and the support instances and chooses the
relation with the highest score as the prediction.
5) CP (Peng et al., 2020) is also a pretraining
framework that regards the sentences with the
same relations as positive pairs. The fine-tuning
strategy of CP is much like the strategy in Proto;
the difference is that they use the dot product
instead of Euclidean distance to measure the
similarities between instances. Our method differs
from CP in that we also consider label-aware
information in both pretraining and fine-tuning.

Comparison results We consider four types of
few-shot learning tasks in our experiments, which
are 5-way 1-shot, 5-way 5-shot, 10-way 1-shot,
and 10-way 5-shot learning tasks. For the com-
parison methods, most results are collected from
the published papers (Gao et al., 2019; Peng et al.,
2020; Qu et al., 2020). While for MTB (Soares
et al., 2019), which does not have publicly avail-
able code for reproduction, we present the results
reproduced with a BERTBASE model trained with
the MTB pretraining strategies (Soares et al., 2019;
Peng et al., 2020). As for CP (Peng et al., 2020),
which does not include the results for the NYT-25
dataset, we reproduce the results by fine-tuning the
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Method
FewRel NYT-25

5-way 5-way 10-way 10-way 5-way 5-way 10-way 10-way
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

Proto 80.68 89.60 71.48 82.89 77.63 87.25 66.49 79.51
BERT-pair 88.32 93.22 80.63 87.02 80.78 88.13 72.65 79.68
REGRAB 90.30 94.25 84.09 89.93 89.76 95.66 84.11 92.48

MTB 91.10 95.40 84.30 91.80 88.90 95.53 83.08 92.23
CP 95.10 97.10 91.20 94.70 91.08 94.73 83.99 90.18

MapRE 95.73 97.84 93.18 95.64 91.90 96.01 86.46 92.68

Table 2: Comparison results on the test set of the FewRel and NYT-25 datasets in accuracy.

pretrained CP 2 on the NYT-25 datasets. For our
model, we fine-tune on our pretrained MapRE with
the approaches described in Section 5.1, which
considers both label-agnostic and label-aware in-
formation in fine-tuning. More details about the
parameter settings can be found in the Appendix.
Table 2 presents the comparison results on two few-
shot learning datasets in different task settings. We
can observe that, pretraining the framework with
matching information between the instances (i.e.,
MTB, CP, and ours) can significantly improve the
model performance in few-shot scenarios. Com-
paring the label-aware methods (i.e., REGRAB
and ours) with label-agnostic methods on the NYT-
25 dataset, which lies in a different domain than
Wikipedia, the label-aware methods can grasp more
hints from the relation semantic knowledge for pre-
diction. Such improvements become much sig-
nificant with a larger number of relations N and
fewer support instances K, which suggests that
the label-aware information is valuable in extreme
low-resource conditions. For all settings, the pro-
posed MapRE, which considers both label-agnostic
and label-aware information in pretraining and fine-
tuning, provides steady performance and outper-
forms a series of baseline methods as well as the
state-of-the-art. The results prove the effectiveness
of the proposed framework, and suggest the impor-
tance of the semantic mapping information from
both label-aware and label-agnostic knowledge.

Discussion We further consider two variants of
MapRE, i.e., employing only the label-agnostic
information or only the label-aware information,
to discover how the two types of information con-
tribute to the final performance. Table 3 shows
the model performance on different options in fine-
tuning the framework. Comparing the results of
label-agnostic only MapRE with the model CP in
Table 2, where the only difference is that we con-

2https://github.com/thunlp/
RE-Context-or-Names

Method
FewRel

5-way 5-way 10-way 10-way
1-shot 5-shot 1-shot 5-shot

Label-agnostic 95.56 97.60 92.55 95.19
Label-aware 72.97 72.74 61.05 60.98

Both 95.73 97.84 93.18 95.64

Table 3: Accuracy on the test set of the FewRel dataset.

sider the label-aware information in pretraining the
framework, we can see that the incorporating the
relation label information does help the model to
capture more semantic knowledge. However, if
we only consider the label-aware information in
fine-tuning, the performance drops since the model
does not utilize any support instances, which is
much like zero-shot learning. Note that there are
fluctuates in 5-way 5-shot and 10-way 5-shot of the
relation-aware only MapRE; this may be caused by
the difference in the testing set of the FewRel for
the four few-shot learning tasks provided online 3.
We will discuss more details about zero-shot RE in
the following subsection. The results of the label-
aware only MapRE suggest the importance of the
label-agnostic knowledge in few-shot RE. Overall,
both label-agnostic and label-aware knowledge are
valuable for few-shot RE tasks, and using them in
both pretraining and fine-tuning can significantly
improve the results.

5.3 Zero-shot RE

We further consider an extreme condition of low-
resource RE, i.e., zero-shot RE, where no support
instance is provided for prediction. Under the con-
dition of zero-shot RE, most of the above few-shot
RE frameworks are not applicable since they need
at least one example for each support relation for
comparison. Previous studies for zero-shot learn-
ing lie in representing the label by vectors, then
compare the input embedding with the label vec-

3https://competitions.codalab.org/
competitions/27980

https://github.com/thunlp/RE-Context-or-Names
https://github.com/thunlp/RE-Context-or-Names
https://competitions.codalab.org/competitions/27980
https://competitions.codalab.org/competitions/27980
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Method
FewRel NYT-25

5-way 10-way 5-way 10-way
0-shot 0-shot 0-shot 0-shot

Qu et al. (2020)♣ 52.50 37.50 40.50 24.50
Cetoli (2020) 86.00 76.20 - -

MapRE 90.65 81.46 72.14 59.94

Table 4: The comparison results of the zero-shot RE on
FewRel and NYT-25 datasets in accuracy. The results
for the FewRel dataset and the NYT-25 dataset are eval-
uated on the validation set and test set, respectively.♣

The results for Qu et al. (2020) are observed from the
figures in the paper with a standard deviation of 2%.

tors for comparison (Xian et al., 2017; Rios and
Kavuluru, 2018; Xie et al., 2019). The work by
Qu et al. (2020) extends the idea by inferring the
posterior of the relation label vectors initialized
by an external knowledge graph. Another direc-
tion is to formalize the zero-shot RE problem as
a question-answering task, where Cetoli (2020)
fine-tune on a BERT-based model pretrained on
SQUAD (Rajpurkar et al., 2016), then use it to
generate the relation prediction. Both work needs
extra knowledge to tune the framework; however,
the external knowledge is not always available for
the given tasks. In our work, we fine-tune on the
pretrained MapRE with only label-aware informa-
tion for zero-shot learning, which can be regarded
as a special case in Equation (4) when α = 0 and
β = 1. The results show that, compared to the two
recent zero-shot RE methods, the proposed MapRE
obtains outstanding performance on all zero-shot
settings, which proves the effectiveness of our pro-
posed framework.

6 Conclusion

In this work, we propose MapRE, a semantic map-
ping approach considering both label-agnostic and
label-aware information for low-resource relation
extraction (RE). Extensive experiments on low-
resource supervised RE, few-shot RE, and zero-
shot RE tasks present the outstanding performance
of the proposed framework. The results suggest
the importance of both label-agnostic and label-
aware information in pretraining and fine-tuning
the model for low-resource RE tasks. In this work,
we did not investigate the potential effect caused
by the domain shift problem, and we will leave the
analysis on this to future works.
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A Appendix

A.1 Pretraining Details

Data preparation We take similar strategies as
in CP (Peng et al., 2020) for pretraining the models.
The difference is we also consider the label-aware
information to pretrain the model. The pretraining
corpus is from Wikidata (Vrandečić and Krötzsch,
2014), where we exclude any overlapping data be-
tween Wikidata and the datasets we used for evalu-
ation. The training instances are sampled from the
Wikidata as we described in the section of matching
sample formulation.

Implementation details We train on the
BERTBASE model from the open-source trans-
former toolkits 4 and use AdamW (Loshchilov
and Hutter, 2018) as the optimizer. The max
length for the input is set as 60. The pretraining is
implemented with eight Tesla V100 32G GPUs,
which will take about 6 hours for about 11,000
training steps with the first 500 steps as the
warmup steps. The batch size is set as 2040, the
learning rate is 3× 10−5, the weight decay rate is

4https://github.com/huggingface/
transformers

Parameter Wiki80 ChemProt

Batchsize 64 64
Max training epochs 20 100

Learning rate 3× 10−5 3× 10−5
Weight decay rate 1× 10−5 1× 10−5

Warmup steps 500 500
Max sentence length 100 100

Table 5: Fine-tuning settings for supervised RE.

1× 10−5, and the max gradient norm for clipping
is set as 1.0.

A.2 Fine-tuning Details
Supervised Relation Extraction The two super-
vised datasets, Wiki80 and ChemProt, can be found
in the repository 5. We follow the same strategy to
split each dataset into training, validation, and test-
ing samples, where we have accordingly 39,200,
5,600, and 11,200 samples for Wiki80 dataset, and
4,169, 2,427, and 3,469 for the ChemProt dataset.
We also follow their settings to 1%, 10%, and 100%
of the training sets to evaluate the model perfor-
mance in low-resource scenarios. The parameter
settings to fine-tune on the two datasets can be
found in table 5.

Few & Zero-shot Relation Extraction The de-
tails about the two datasets can be found in (Han
et al., 2018; Gao et al., 2019; Qu et al., 2020). The

Parameter FewRel NYT-25

Training task 5-way 1-shot 5-way 5-shot
# Training query instances 1 1

Max sentence length 60 200
Batch size 4 4

Training iteration 10,000 1,000
Learning rate 3× 10−5 3× 10−5

Weight decay rate 1× 10−5 1× 10−5

Table 6: Fine-tuning settings for few-shot RE.

general parameter settings for both few and zero-
shot learning are shown in Table 6. The difference
of the settings for few and zero settings lies in the
settings of the coefficients α and β, which con-
trols the contribution of the relation-agnostic and
relation-aware information. For few-shot learning,
we initialize the two coefficients as 0.95 and 1.05,
where they will be optimized during fine-tuning.
As for the zero-shot learning, which only uses the
relation-aware information, we set α as 0 and β as
1.0.

5https://github.com/thunlp/
RE-Context-or-Names
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