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Abstract

Recently graph-based methods have been
adopted for Abstractive Text Summarization.
However, existing graph-based methods only
consider either word relations or structure in-
formation, which neglect the correlation be-
tween them. To simultaneously capture the
word relations and structure information from
sentences, we propose a novel Dual Graph net-
work for Abstractive Sentence Summarization
(DG-ABS). Specifically, we first construct se-
mantic scenario graph and semantic word re-
lation graph based on FrameNet, and subse-
quently learn their representations and design
graph fusion method to enhance their correla-
tion and obtain better semantic representation
for summary generation. Experimental result-
s show our model outperforms existing state-
of-the-art methods on two popular benchmark
datasets, i.e., Gigaword and DUC 2004.

1 Introduction

Abstractive text summarization is a challenging
Natural Language Generation (NLG) task, aiming
to compress or rewrite a text into a short version
while preserving its essential information. Here, we
focus on abstractive sentence summarization where
the input text is a sentence (Rush et al., 2015). Tra-
ditional methods for text summarization are mainly
about the feature-based machine learning meth-
ods, such as template methods (Zhou and Hovy,
2004) and syntactic tree pruning (Knight and Mar-
cu, 2002). They are, however, primarily dependent
on the features (Liu et al., 2004; Li et al., 2010) at
the cost of labour and efficiency.

With the rapid development of techniques, graph-
based methods (Linmei et al., 2019; Li et al., 2020;
Xu et al., 2020) have been adopted for text sum-
marization, notably using graph structures for bet-
ter modeling relations between words. Though
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remarkable performance has been achieved, exist-
ing methods attempt to model either word relations
or structure information, instead of model them
concurrently. For example, (Xu et al., 2020) mod-
els structure information between sub-sentences
obtained from Rhetorical Structure Theory (RST)
(Mann and Thompson, 1988). (Zhu et al., 2020)
constructs a knowledge graph which captures word
relations, by extracting triples, i.e. (subject, rela-
tion, object) from text.

In this paper, we propose DG-ABS, a Dual
Graph Neural network for Abstractive Sentence
Summarization, to simultaneously model word re-
lations and structure information from given sen-
tences. In particular, we leverage FrameNet (Fill-
more et al., 1976; Baker et al., 1998), a semantic
database that provides schematic scenario represen-
tation, to construct Semantic Scenario Graph (SSG)
and Semantic Word Relation Graph (SWRG).

In FrameNet, Frame (F) is defined as a compo-
sition of Lexical Units (LUs) and a set of Frame
Elements (FEs). Given a sentence, if its certain
word evokes a Frame by matching a LU, then it
is called Target (T) (Guo et al., 2020). Taking
Frame Leadership in Figure 1 as an example, the
word premier evokes the Frame, which contains
two FEs, i.e., Governed, Leader. The FE Gov-
erned 1is filled by word Chinese. It is worth men-
tioning that FrameNet connects different relevant
Frames into a Frame network by defining Frame-
to-Frame (F-to-F) relations, which provide natural
and effective ways to model semantic relations.
The connected Frames, used to build SSG, provide
the semantic scenario information at a higher con-
ceptual level. On the other hand, the word relations
are used to build SWRG based on filler words to
Frames and Frame Elements at lower word level.
Over these two semantic graphs, Gated Graph Neu-
ral Networks (GGNN) (Li et al., 2016) is first built

2522

Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 2522-2529
November 7-11, 2021. (©)2021 Association for Computational Linguistics



Frames

Message

Filler
Words

Partner-2

Partner-1

] ] ] |
that - with each wordwide sustained
society other engineers development

Sentence: Chinese vice premier huang ju said here Wednesday that worldwide engineers should cooperate with each
other to contribute more to sustained development of the human society.

Figure 1: FrameNet-style parsing of the sentence. The top block contains Frame (blue) and Frame Elements
(green). The bottom block is the filler words of the Frame (yellow) and Frame Element (brown). The Frame or
Frame Element corresponds to its filler words in vertical direction, e.g., Frame Element Leader and Speaker have
the same filler words huang ju (red dashed line), permier is the Target of Frame Leadership (purple dashed line).

to capture word relations and structures individu-
ally. Then an attention fusion method is designed
to integrate dual graph representations, which will
be fed into decoder to generate accurate summary.
The contribution of this paper is three-fold:

1. We propose a novel DG-ABS model, which,
to the best of our knowledge, is the first at-
tempt to simultaneously capture word rela-
tions and structure information to guide the
summary generation.

2. We design a graph fusion module between
semantic scenario graph and semantic word
relation graph, which further facilitates learn-
ing better graph semantic representation.

3. Experimental results show our DG-ABS mod-
el achieves competitive performance compar-
ing with state-of-the-art approaches on bench-
mark Gigaword and DUC 2004 datasets.

2 Methodology

In this section, we introduce the overall architecture
of DG-ABS which is shown in Figure 2, consisting
of five key modules:

(1) Graph Construction aims to obtain the dual
graph graph G (SWRG graph G,, and SSG graph
Gs) by leveraging knowledge from FrameNet.

(2) Encoder encodes the given sentence X and
dual graph G representation respectively.

(3) Graph Fusion Module enhances the corre-
lation between SWRG representation h" and SSG
representation h® to get better semantic representa-
tion.

(4) Feature Aggregation integrates the graph
representation 19 and sentence representation C°
into an overall semantic representation C.

(5) Summary Generation employs the overall
representation C to generate its summary.

2.1 Graph Construction for SSG and SWRG

Semantic Scenario Graph (SSG). As illustrated
in Figure 1, the sentence contains four Frames, and
each Frame has a set of Frame Elements. Different
Frames are connected by F-to-F relations. Each
Frame is a nucleus node and more central and im-
portant, while each Frame Element is a satellite n-
ode, more peripheral and less important in terms of
content and grammatical reliance (Xu et al., 2020).

Semantic Word Relation Graph (SWRG).
Frame is an abstract semantic scenario, and the
same Frame in a sentence may have different filler
words. In order to model more fine-grained se-
mantic relations between words, we use the word-
s which filled to the corresponding Frames and
Frame Elements to build SWRG. Same as the SS-
G, each Target word of Frame is a nucleus node
and the filler words of Frame Elements are satellite
nodes. Then, we use the same F-to-F relations to
connect the nucleus nodes to a whole network.

Note, for both SSG and SWRG, an overall sen-
tence level (root) node will be added to connect
nodes together, if the nucleus nodes can not be
connected to a whole network by F-to-F relations.
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Figure 2: Model architecture of DG-ABS.

2.2 Sentence and Graph Encoder

Sentence Encoder. Given the source sentence
X = [wi,wa, ..., w;, ...,w;|, where w; is the i-th
word in sentence, and [ is the length of the sen-
tence. We employ the pre-trained BERT (Devlin
et al., 2019) to construct its contextual information
for each token, and produce a sequence of con-
textual representation ch = [X1, T2, ..., Tiy .oy 7Y,
where x; is the i-th corresponding hidden state.

C® = BERT(X) 1)

Graph Encoder. We define the SSG graph G,
and SWRG graph G,, in a unified way. Given
the constructed SWRG G,, = (V, ) as an exam-
ple, where V = {v; }i=1.nv, and € = {ex }r=1.N¢
represent graph nodes and the edges, NY and N*¢
are the number of nodes and edges, respectively.
Each node v = {w;}7*, ~is a text span in X,
where m,/n, is starting/ending position of the text
span. Then, initial representation h2 for each node
v = {w;}7v,, is computed by averaging corre-
sponding text span representations in C®:

> @

Note in SSG G, each node is a Frame or Frame
Element, and the initial representation 1) for each
node is initialized by BERT. It encodes the Frame
name definition and Frame element definition, and
then use the first input token ([CLS]) representation
of the last layer as their embeddings respectively.

After building the graph G,,,, to dynamically cap-
ture the correlation between nodes, we design a K

L
! |mU—n’U|j

layers Dual Graph Encoder (DGE) which builds
upon Gated Graph Neural Network (GGNN) (Li
et al., 2016; Pan et al., 2020) to update all the n-
ode representations. The input for the k-th DGE
layer is the output of the previous layer, denoted
as h=D = {pF=D B0 Y The k-th
layer state transition 2(*) for each node v € V can
be calculated as follows:

hE = (Z 3 agj‘—”wrhg.’f‘”) (3)

reRv;eN;

where hY is the hidden state of node v; at k-th
DGE layer. R is the set of edge types, and N is

the neighbors of node v;. W, denotes learnable pa-
. o . (k—1)
rameters, and p(+) is an activation function.

ij
is the attention weight of node v; over v;.

eap(hy* ™ n{ )
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After K layers of graph propagation, we obtain fi-
nal graph G,, representation h* = h*. Then, graph
G representation h° can be computed similarly.

2.3 Graph Fusion Module

After the individual graph encoding, branch h® and
h" are expected to capture the structure-related and
word-related features respectively. Following the
human writing behavior, they always organize the
structure of article first, and then write the article
content according to the article structure. Thus, we
further fuse the graph representation from the two
branches dynamically (Hu et al., 2017; Yin et al.,
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2020). Specifically, we first calculate the enriched
G representation h9 as follows:

W= ay-h? (5)
jEN’U
arj = o(Wihi + Wahy') (0)

Where o is an activation function. N is the
number of nodes, and W} and WY are parameter
matrices. Likewise, we can obtain the enriched G,
representation h9.

In the second step, we compute an update gate
u to fuse the enriched representations. Concretely,
we generate the final graph representation A9 in the
following way:

up = B(hY, hY) %)

b = (1 — u)h? + ugh? (8)
Where f stands for a nonlinear function.

2.4 Feature Aggregation

To obtain the final enriched sentence representation
C. we integrate sentence representation C® with
graph representation hY. For a word w; in X', we
search all the nodes which contain w;, denoted as
{n{,hg,...,h{}. Then, we concatenate the word
representation x; with the average of corresponding
node representations for summary generation.

1
C = [wi; 1 D] ©9)

Finally, we obtain the enriched sentence repre-
sentation C for summary generation.

2.5 Summary Generation

We build a transformer-based decoder (Vaswani
et al., 2017; Zhu et al., 2020), which takes the en-
riched sentence representation C to generate sum-
mary one word at a time. At each decoding step
t, the current decoding state s; is updated by the
previous output [y1, y2, ..., y1—1] and C. The proba-
bility P(,,) of next token y; is represented as:

Py = softmaz (Ws; + b) (10)

where W and b are learnable parameters.

Method R-1 R-2 R-L

ProphetNet 39.55 | 20.27 | 36.57
ERNIE-GEN | 39.25 | 20.25 | 36.53
BERTShare | 38.13 | 19.81 | 35.62
Open-NMT | 36.73 | 17.86 | 33.68
Re3Sum 37.04 | 19.03 | 34.46
BiSET 39.11 | 19.78 | 36.87
DG-ABS 41.94 | 23.58 | 38.97

Table 1: F-measures ROUGE socres on Gigaword.

3 Experiments

3.1 Data and Evaluation Metrics

We test our proposed framework on the popular
dataset Gigaword (Napoles et al., 2012) follow-
ing previous work (Wang et al., 2019; Xiao et al.,
2020). The training, validation, and test set sizes
are 3.8M, 189k and 1951 respectively. Addition-
ally, we also apply our framework on the DUC
2004 summarization task (Over et al., 2007). As
it only contains 500 news articles, we directly use
the model trained on the Gigaword to test on the
DUC 2004 dataset which can also evaluate models’
generalization capabilities.

We employ standard ROUGE metrics (Lin and
Hovy, 2003), including ROUGE-1 (R-1), 2 (R-2),
and L (R-L) to evaluate all the models. Following
the existing work, we apply recall-based ROUGE
metric on DUC 2004 data (Rush et al., 2015; Gao
et al., 2019), and F-based ROUGE to evaluate Gi-
gaword data (Cao et al., 2018; Xiao et al., 2020).

3.2 Baselines

We compare with six models for Gigaword data,
including three non-pre-trained models: Open-
NMT (Klein et al., 2017), Re3Sum (Cao et al.,
2018), BiSET (Wang et al., 2019), and three pre-
trained models: BERTShare (Rothe et al., 2020),
ProphetNet (Yan et al., 2020), ERNIE-GEN (X-
iao et al., 2020). For DUC 2004, we compare
with four models, including Featseq2seq (Nallap-
ati et al., 2016), SEASS (Zhou et al., 2017), ER-
AML (Li et al., 2018), and GLEAM (Gao et al.,
2019).

3.3 Performance Comparison

Results on Gigaword. As shown in Table 1. We
observe that DG-ABS model achieves 41.94, 23.58
and 38.97 in terms of three evaluation metrics,
which are 2.83, 3.8, and 2.1 point better than
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Method R-1 R-2 | R-L

Featseq2seq | 28.61 | 9.42 | 25.24
SEASS 29.21 | 9.56 | 25.51
ERAML 29.33 | 10.24 | 25.24
GLEAM 29.51 | 9.78 | 25.60
DG-ABS 30.03 | 10.71 | 26.05

Table 2: R-measures ROUGE socres on DUC 2004.

Method R-1 R-2 | R-L
DG-ABS 41.94 | 23.58 | 38.97
-w/o SSG 41.02 | 22.67 | 38.01
-w/o SWRG 39.29 | 21.14 | 36.54
-w/o Dual Graph | 36.74 | 19.83 | 35.17

Table 3: Ablation study on Gigaword data.

second-best results (from different methods), in-
dicating we are able to generate better quality sum-
maries. In addition, compared with ProphetNet
(pre-trained model) and BiSET (non-pre-trained
model) which employ selective gate and adopt sum-
mary templates, our DG-ABS model outperforms
them significantly, signifying the importance of
leveraging the Frame semantic information.

Results on DUC 2004. Table 2 shows that our
model once again achieves the best performance
across all three metrics consistently. From the over-
all results on Gigaword and DUC 2004, we can
see that DG-ABS is effective by leveraging fine-
grained Frame semantic information into the graph
to guide summary generation.

Ablation Study. We also conduct ablation s-
tudy to assess the impact of different components
of DG-ABS. As shown in Table 3, By removing
either SSG or SWRG , the performance degrades
significantly, indicating both SSG and SWRG are
important to our overall model. When we do not
use our dual graph at all, the performance degrades
most, verifying these two innovative steps play cru-
cial roles for generating high quality summaries.
Detailed case analysis is available in appendix A.

4 Conclusion

We propose a novel DG-ABS model to simulta-
neously capture the word relations and structure
information from sentences to effectively guide
summary generation. Specifically, we first build se-
mantic word relation graph and semantic scenario
graph based on FrameNet, and subsequently design
a graph fusion method to enhance their correlation

and enriched joint representations. Extensive exper-
imental results on two popular datasets demonstrate
our model achieves better performance than state-
of-the-art approach. In future work, we would like
to do several experiments on other related tasks to
test the versatility of our framework. Also, we plan
to use the semantic information from FrameNet to
investigate the problem of summarization evalua-
tion.
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A Additional Cases Analysis

Recall that SWRG and SSG are two key compo-
nents of our DG-ABS model. To determine their
individual effects, We also have analyzed many cas-
es on Gigaword dataset, some of them are presented
in Table 4. Our DG-ABS model performs well in
generating an accurate and informative summary
as well as integrating Frame semantic information.
Take the first case in Table 4 as an example, without
Dual Graph (-w/o Dual Graph), the system does
not generate key topic sparked a violent reaction.
Compare to -w/o SSG or -w/o SWRG, DG-ABS
model captures more complete key information and
generates new word to increase diversity. We will
share the implementations if the paper gets accept-

ed in future time.

Case 1

Source Sentence

Indian prime minister p.v. Narasimha Rao * s promise of more autonomy for
troubled Kashmir and his plea for early state elections has sparked a violent
reaction from provincial Moslem and opposition parties .

Reference Summary

Indian pm * s announcement on Kashmir polls autonomy sparks outrage

-w/o Dual Graph Indian pm ’ s promise more autonomy in Kashmir

-w/o SSG Indian pm ’ s promise of autonomy sparks anger

-w/o SWRG Indian pm ’ s call for autonomy for elections sparks violent

DG-ABS Indian pm ’ s pledge of autonomy for Kashmir sparks violent reaction
Case 2

Source Sentence

Japan ’ s toyota team europe were banned from the world rally championship
for one year here on friday in a crushing ruling by the world council of the
international automobile federation .

Reference Summary

Toyota are banned for a year

-w/o Dual Graph Israel prepares for rabin ’ s state funeral

-w/o SSG Toyota europe banned for one year

-w/o SWRG Toyota banned from rally championship for # year
DG-ABS Toyota europe are banned for a year

Case 3

Source Sentence

India won the toss and chose to bat on the opening day in the opening test
against west indies at the antigua recreation ground on friday .

Reference Summary

India win toss and elect to bat in first test

-w/o Dual Graph India win toss bat in first test against west indies
-w/o SSG India wins toss elects to bat in # st test

-w/o SWRG India wins toss and bat in opening test

DG-ABS India wins toss and elects to bat in opening test

Table 4: The examples of summaries generated by dif-

ferent models.
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