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Abstract

Keyword or keyphrase extraction is to iden-
tify words or phrases presenting the main top-
ics of a document. This paper proposes the
AttentionRank, a hybrid attention model, to
identify keyphrases from a document in an un-
supervised manner. AttentionRank calculates
self-attention and cross-attention using a pre-
trained language model. The self-attention
is designed to determine the importance of
a candidate within the context of a sentence.
The cross-attention is calculated to identify
the semantic relevance between a candidate
and sentences within a document. We evalu-
ate the AttentionRank on three publicly avail-
able datasets against seven baselines. The re-
sults show that the AttentionRank is an effec-
tive and robust unsupervised keyphrase extrac-
tion model on both long and short documents.
Source code is available on Github !.

1 Introduction

A vast amount of scientific or non-scientific arti-
cles are published online every year. Although
some of them have associated keyphrases speci-
fied, which made them easy to index and search,
a considerable amount of them has no keyphrase
defined, making indexing and information retrieval
challenging. Given so many articles available, it is
not feasible to manually extract keyphrases from
each. Automate the keyphrases extraction becomes
crucial. Keyphrase extraction has immense value to
the downstream text mining tasks, such as text seg-
mentation, text summarization, query expansion,
indexing, and so on.

Keyphrase extraction methods can be supervised
or unsupervised. Traditional supervision methods
use decision tree (Turney, 2000) or naive Bayes
(Witten et al., 2005) to identify whether the in-
put word/phrase is a keyphrase. With the advanc-
ing of neural networks, various supervised deep
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learning models (Meng et al., 2017; Alzaidy et al.,
2019; Sun et al., 2019) are developed to extract
keyphrases. The supervised method requires a
large labeled training dataset and is often domain-
specific, whereas unsupervised methods do not
need labeled datasets. The traditional unsupervised
methods use statistical and graph-based approaches.
The statistical-based methods (Beliga et al., 2016;
Rose et al., 2010; Campos et al., 2018) utilize the
candidate position, frequency, length, and capi-
talization to determine the importance of a word.
The graph-based approaches (Wan and Xiao, 2008;
Gollapalli and Caragea, 2014) construct a graph
with the candidates as nodes. The edges indicate
the similarity or co-occurrences of the candidates.
Graph-based algorithms can be applied to calcu-
late the importance of the nodes (candidates) on
the graph. Driven by recent deep language mod-
els for natural language processing and text analy-
sis, text embedding-based or mixed statistical and
embedding-based unsupervised keyphrase extrac-
tion methods have emerged, such as EmbedRank
(Bennani-Smires et al., 2018), SIFRank (Sun et al.,
2020), and KeyGames (Saxena et al., 2020).

In this research, we propose an attention-based
unsupervised model — AttentionRank for keyphrase
extraction. AttentionRank is motivated by the
self-attention mechanism of the BERT model (De-
vlin et al., 2019), and hierarchical attention re-
trieval (HAR) mechanism (Zhu et al., 2019). At-
tentionRank model calculates the accumulated self-
attention and cross-attention of a candidate to rank
the importance. The accumulated self-attention
value for each candidate is extracted from a pre-
trained BERT model. It is calculated as adding the
received attention from other words within a sen-
tence then summing up these self-attention values
on all sentences within the document. The accu-
mulated self-attention addresses the importance
of a candidate within the sentences where it lo-
cates. The cross-attention identifies the semantic
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relevance between a candidate and the document. It
calculates the word-level bidirectional attention be-
tween the embeddings of a candidate and sentences
within a document then generate an enhanced doc-
ument embedding for the candidate. The final rank-
ing of a candidate is determined by the linear in-
tegration of the accumulated self-attention value
and the cross-attention relevance value. A post-
processing step based on the document frequency
is used to remove the generic terms of a specific
corpus.

AttentionRank is the first to use the attention val-
ues extracted from a pre-trained BERT model for
keyphrase extraction. No additional information
or domain knowledge is needed. It is generaliz-
able to documents of any domain. This research
focused on investigating whether the pre-trained
none domain-specific language model can be used
for keyphrase extraction.

AttentionRank is compared against seven state-
of-the-art unsupervised keyphrase extraction meth-
ods on three benchmark datasets. Two datasets
contain short documents, and one contains long
documents. The results show that AttentionRank
performs better than or as competitive as the base-
lines.

The main contributions of this paper are summa-
rized as follows:

* We proposed a novel attention-based unsuper-
vised keyphrase extraction model - Attention-
Rank;

* We demonstrated pre-trained language model
could be utilized to identify keyphrases via
self-attentions and cross-attentions.

* We showed that the AttentionRank model out-
performs the compared baselines and is robust
to identify keyphrases from both short and
long documents of different domains.

2 Methodology

In this section, we introduce the AttentionRank
model in detail. The overview architecture of our
model is shown in Figure 1. AttentionRank inte-
grates the accumulated self-attention component
with the cross-attention component to calculate the
final score of a candidate. The proposed model has
four main steps: (1) Generate a candidate set C
from a document; (2) Calculate the accumulated
self-attention value a.. for each candidate ¢, ¢ € C

(3) Calculate the cross-attention relevancy value
(r.) between a candidate ¢ and the document d;
(4) Calculate the final score s, for each candidate
through a linear combination of a. and r..

2.1 Candidates Generation

We use the candidate extraction module imple-
mented in EmbedRank (Bennani-Smires et al.,
2018). This module first use Part-of-Speech (PoS)
to identify words tagged as NN, NNS, NNP, NNPS,
JJ, etc. Then, the python package NLTK ? is used
to generate the noun phrases, which are candidates.
Given a sentence ‘Most parameters of the program
are controllable by experimenter-edited text files or
simple switches in the program code, thereby mini-
mizing the need for programming to create new ex-
periments’, the extracted candidates are ‘program
code’, ‘experimenter-edited text files’, ‘need’, ‘pa-
rameters’, ‘simple switches’, ‘program’, and ‘new
experiments’.

2.2 Accumulated Self-Attention Calculation

We use the method introduced by Clark et al. (Clark
et al., 2019) to extract self-attention weights of
the words from the pre-trained BERT. We sum the
attentions (a,,,,) that a word (w) received from
other words (w’) within the same sentence (s) to
obtain the attention value (a,,) of the word within
a sentence, shown as Equation 1. This attention
value (a,,) represents the importance of the word
within the context of a sentence.

Ay = Z A’ w (1)

w’'Es

As shown in Figure 2, all highlighted are noun
chunks. Intuitively, the darker the noun chunk is,
the higher self-attention it receives. They have a
higher probability of being selected as keyphrases.

To calculate the self-attentions of a candidate (c)
in sentence ¢, we add up the attention of the words
in ¢, shown as Equation 2.

a; = Z ayw 2)

wece

The document level self-attention value of candi-
date c is computed as the sum of all self-attention
values of ¢ in each sentence of document d:

Qe = Z a; (3)
ied
Zhttps://github.com/nltk
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Figure 1: Architecture of the AttentionRank model

Waiting for the wave to crest [wavelength services]

Wavelength services have been hyped ad nauseam for years. But despite
their quick turn-up time and impressive margins, such services have yet to live
up to the industry's expectations. The reasons for this lukewarm reception are
many, not the least of which is the confusion that still surrounds the
technology, but most industry observers are still convinced that wavelength
services with ultimately flourish.

Figure 2: Visualization of the Self-Attention Weights

2.3 Cross-Attention Calculation

The cross-attention model is inspired by the hierar-
chical attention retrieval (HAR) model (Zhu et al.,
2019) and the bi-direction attentional model (Seo
et al., 2016). Based on their network architectures,
we develop the cross-attention component to mea-
sure the correlation between a candidate and the
document based on the context.

A pre-trained BERT model can generate candi-
date ¢ representation as £ = {e{, ..., e, }, where
e; € RH is embedding of w;, and there are m
words in the candidate. Similarly, a pre-trained
BERT model can also generate a representation
E' = {el,...,e!} for a sentence i which contains
n words.

Cross-attention calculates a new document em-
bedding to better measure the contextual corre-
lations between candidates and sentences within
a document. Given a sentence ¢ represented as
E' ¢ R™H and a candidate ¢ represented as
E¢ € R™*H  a similarity matrix between i and ¢
S € R™ ™ can be calculated as Equation 4. Then,
the word based sentence to candidate and candidate

to sentence similarity can be measured as Equation
5 and 6).

S =FE'. ET 4)
g@'2c = Softmamrow(s) (5
Sc2i = Softmaxcolumn(s) (6)

The word-based cross-attention weights from
sentence to candidate and from candidate to sen-
tence are calculated as Equation 7 and 8. The new
sentence representation V' is built upon these cross-
attention weights and computed by averaging the
sum of the four items, shown as Equation 9. The
E'is the original context of the sentence, the A;o.,
E'® Ao and E* © A_,9; measure the context cor-
relation between a sentence and a candidate. © is
element-wise multiplication.

Ai2c = SiZc - E° (7)

Ach = _i2c : ST ' EZ

c2i

®)

Vi=AVG(E®, Ajoe, E' ® Ajoe, E' © Acgi) (9)

The new sentence representation V' is still a set
of embeddings that comprises the word-based rela-
tions between the candidate and sentence. To gen-
erate a standardized sentence representation based
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on V', a self-attention is performed on V' to high-
light the importance of the words after applying
the cross attention. Given a new sentence repre-
sentation V' = {v!, ..., 0%} with n words, the self-
attention of sentence ¢ is calculated as Equation 10.
Then, the column-wise average is calculated to gain
the final representation of a sentence o’ € R,

I = softmaz,ew(VE-ViIT) - Vi (10)

of = AVE(I[:, 1)) (11)

Once the sentence embeddings are generated,
we perform a similar process on sentence embed-
dings to generate document embedding. Given
a document d which include a set of sentences
E? = {a',...,a'}, to calculate the document em-
bedding, we first generate self-attention of the doc-
ument to emphasize sentences with higher corre-
lation to the candidate (Equation 12), then take
the column-wise average to get the final document
embedding p? € R,

P= softmaxmw(Ed . EdT) . B¢ (12)

pt = AVE(P[:, 1)) (13)

Since the candidate is also originally represented
as a word embedding set E¢ = {e{, ..., €5, }, the
self-attention calculation (Equation 14) is also ap-
plied, and the column-wise average is done af-
terwards to get the final candidate embedding
p°¢ € R as Equation 15.

C = softmazxye,(E° - ET) - E° (14)

p¢ = AVE(C[:,1i]) (15)

Finally, the relevance between a candidate ¢ and
a document d is determined by the cosine similarity
of p¢ and p? shown as Equation 16.

c . nd
S iy .

= o (16)
[1pe(] - 1P|

2.4 Final Score Calculation and
Post-processing

For document d, the accumulated attention value
a. and cross-attention based relevance value 7. are

calculated and normalized separately for each can-
didates. The final score of a candidate is the gener-
ated by linear integration of these two values using
Equation 17, where d € [0, 1].

Se=d*xa.+ (1 —d)xr, 7

A corpus is often domain-specific. It means
some words with high document frequency might
be generic words to this corpus. In this research, in
order to limit the generic word or phrase becoming
a keyphrase, we remove the candidates with a high
document frequency than a threshold dfy.

3 Experiments

3.1 Datasets and Evaluation Metrics

To fully evaluate the performance of Attention-
Rank, we evaluated it on three benchmark datasets.
The percentages of the n-grams, the average num-
ber of words (AveWords), and the average number
of sentences (AveSentences) per document are pro-
vided in Table 1. Over 50% of the keyphrases are
either unigram or bigram. Datasets SemEval2017
(Augenstein et al., 2017) and Inspec (Hulth, 2003)
contain short documents with an average of 6 to
7 sentences, whereas SemEval2010 (Kim et al.,
2010) contains long documents with hundreds of
sentences.

The performance of the keyphrase extraction
is evaluated using Precision (P), Recall (R), and
F1 measure (F1) on the top 5, 10, and 15 ranked
keyphrases. The PR curve based on the top-ranked
keyphrases is also generated for comparison.

Table 1: A Summary of Datasets

dataset ‘ SemEval2017 ‘ Inspec ‘ SemEval2010
#Doc 493 500 243
#unigram 26.34% [16.20%| 22.94%
#bigram 28.60% |54.15%| 44.15%
#trigram 17.88% |22.72%| 23.59%
AveWords 168 134 8154
AveSentences 7 6 369

3.2 Baselines

We compared our model against seven different un-
supervised models: SingleRank (Wan and Xiao,
2008), RAKE (Rose et al., 2010), TopicRank
(Bougouin et al., 2013), PositionRank (Florescu
and Caragea, 2017b), YAKE! (Campos et al.,
2018), EmbedRank (Bennani-Smires et al., 2018),
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and SIFRank (Sun et al., 2020). These baselines all
generate candidates using noun phrases without any
additional steps. Since KeyGames (Saxena et al.,
2020) includes designed steps, such as stop word
removal and threshold on token length, for candi-
date generation, it is not included. We used PKE?
to run SingleRank, RAKE, and TopicRank. The
published GitHub code of YAKE!*, EmbedRank?,
PositionRank®, and SIFRank’ were used to pro-
duce the results on the selected datasets. It is worth
noting that the produced results of the baselines are
slightly higher or lower than the results presented
in the original papers.

3.3 HyperParameter Setting and
Computational Cost

The BERT-Base (Devlin et al., 2019) is used. For
different corpora, the document frequency thresh-
old dfy and integration ratio d are fine-tuned to
achieve the best performance. The document
frequency threshold dfy for dataset Inspec, Se-
mEval2017 and SemEval2010 are set to be 5, 5,
and 44, respectively. For all datasets, we set the lin-
ear combination ratio d to be 0.8. For the baseline
methods, the parameters published on the corre-
sponding GitHub were used.

Based on our experiments, the computational
cost to extract the attention between words is low
since we can utilize a pre-trained BERT. It takes
an average of 74 seconds to generate an attention
matrix on a long document using our computer
with an Intel 17 9700k CPU and 32G memory.

3.4 Results

Table 2 shows the results of recall, precision, and
F1 @5, 10, and 15 using AttentionRank and base-
line models on all datasets. A paired statistical
significance test (used t-test when both are normal-
distributed, otherwise used Kolmogorov-Smirnov
test) is used to evaluate whether the F1 values of
the AttentionRank model are statistically signifi-
cantly better (p-value <0.01 ¥ or p-value<0.05 V).
If p-value >0.05, there is no ¥ or V. It is worth
noting that the difference is not statistically signifi-
cant for those cases when AttentionRank performs
slightly lower than the SIFRank model.

*https://github.com/boudinfl/pke

*https://github.com/LIAAD/yake

>https://github.com/swisscom/ai-research-keyphrase-
extraction

®https://github.com/ymym3412/position-rank

"https://github.com/sunyilgdx/SIFRank

The results show that the embedding-based al-
gorithms, including AttentionRank, perform better
than the statistical-based (RAKE and YAKE!) and
graph-based algorithms (SingleRank, TopicRank,
and PositionRank) on short document sets (Inspec
and SemEval 2017). SIFRank performs slightly
better than AttentionRank on Inspec. Attention-
Rank works better than the other baselines on In-
spec when K is set to 5 or 10. Nevertheless, At-
tentionRank has a slightly better F1 than SIFRank
and other baselines when the top 15 candidates are
used for evaluation. It shows that AttentionRank
performs competitively on the dataset Inspec. At-
tentionRank outperforms all baselines on the other
two datasets with statistical significance. Atten-
tionRank shows advantage on long document set -
SemEval2010. The F1 value is at least 3% better
than the highest baseline.

Table 3 shows the comparison results with other
unsupervised keyphrase extraction methods by
referring to the reported in the original papers.
These methods reported results on Inspec or Se-
mEval2010. The comparison shows that Atten-
tionRank works better than KeyGames (Saxena
et al., 2020) on SemEval2010 by 0.5%, although
KayGames used a designed candidate selection ap-
proach to remove noise. AttentionRank also works
better than the MultipartiteRank (Boudin, 2018)
and TeKET (Rabby et al., 2020) based on the origi-
nal reported result on SemEval2010. Because the
accumulated self-attention model considers the self-
attention values accumulation of candidates over
the document, AttentionRank works better on the
long document set. The performance of Attention-
Rank on the Inspec is not as good as KeyGames, but
better than the Salience Rank (Teneva and Cheng,
2017).

The PR curve (shown in Figure 3) is drawn us-
ing the top 60 ranked candidates generated by each
method for overall comparison. The PR curves
show consistent results that SIFRank works slightly
better than AttentionRank on the Inspec dataset,
whereas the AttentionRank outperforms all the
baselines on both SemEval datasets. Attention-
Rank performs much better than YAKE! on Se-
mEval2010, and both outperform the other base-
lines.
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Table 2: Model Comparison with Precision (P), Recall (R), and F-score (F1) @5, @10, @15

Inspec SemEval2017 SemEval2010
k Method P R Fl P R Fl P R Fl
RAKE 2740 1194 1663v 2694 8.78 13.24 v 1.4 0.44 067 Vv
SingleRank 3396 1444 2026v 3529 1126 17.07v 2.33 1.41 176 v
TopicRank 29.80 12.15 17.26 v 3343 10.45 1592 v 10.37 3.52 526 v
5 YAKE! 25.04 11.00 1529v 2479 7.96 1205 v 16.87 5.65 846 Vv
PositionRank 3480 14.89 20.85v 40.57 12.60 1923 v 5.16 1.62 246 v
EmbedRank 4092 17.50 24.52 47.10 1459 2228 v 3.29 1.10 164 v
SIFRank 44.00 18.40 25.95 43.16 13.83 2094 v 11.44 3.83 574 v
AttentionRank  41.19 17.38 24.45 49.17 1552 23.59 22.27 7.66 11.39
Rake 27.11 2227 2445v 2892 1856 2261V 1.69 1.10 133 v
SingleRank 29.97 2425 2681v 3290 2052 2528vVv 2.23 2.53 237 v
TopicRank 2454 1899 2124v 2709 16.62 2060V 9.26 6.20 743 v
10 YAKE! 19.48 16.67 1796 v 23.33 1486 18.16 v 1494 10.00 1198v
PositionRank 28.04 2325 2550v 3310 2020 25.09v 4.61 3.05 367 Vv
EmbedRank 35.75 28.69 31.83 42.11 25.86 3204 v 3.58 2.34 283 v
SIFRank 37.35 2943 3292 4024 2494 3080 v 7.82 5.18 623 v
AttentionRank  37.17 28.32 32.15 44.89 27.84 34.37 18.65 12.72 15.12
Rake 2459 2853 2641v 2769 26.10 2687V 1.81 1.75 178 v
SingleRank 26.41 30.20 28.18v 3057 28.08 29.27vw 2.62 4.37 328 v
TopicRank 21.74 2337 2252v 2360 2127 2237V 7.98 8.06 8.02 v
15 YAKE! 17.12  21.70 19.14v 2141 20.07 20.72v 12.87 12.86 1287 v
PositionRank 24.09 29.04 2633v 2900 2650 27.69v 4.15 4.02 408 v
EmbedRank 32.07 3563 3376 v 3785 34.10 3588v 3.65 3.63 3.64 Vv
SIFRank 32.51  35.73 34.04 37.11 3381 3538v 6.20 6.11 615 v
AttentionRank  34.58 3440 34.49 4043 36.22 38.21 16.51 16.82 16.66
Inspec SemEval2017 SemEval2010
—— Ours 0.7 —— Ours 0.35 —— Ours
0.7 Yake! Yake! Yake!
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Figure 3: PR-curve Evaluation of Models Performance
Inspec SemEval2017 SemEval2010
0325t ———FTF T+ F+F+H o35l / 0.16
0.300 /\ 0.14
o 0.275 - 20 . 012
S 0.250 S 0.251 g 01
i 0 0 0.08
®
Goasf " |8 | &
0.200 — fnes — fl@s 0.04 — f1@5
0.175 — fl@10 0.157 — fl@10 — fl@l0
' — fl@15 — fl@15 0.02 — fl@15
0.150 0.10 0.00

™
0'0 Q/'\, 0’} 0,')) Q- 0(? 0'b 0/‘\ Qt'b 09 '\/0

d

QN VD X 9 06 AN 9 9 0

0707070707 0707 0" 07 0" A
d

o X 9 0N
¥ 0” o¥0?0% 0N 0P %
d

Figure 4: Evaluation of the Integration Ratio Impact on Performance
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Figure 5: Evaluation of the Document Frequency Impact on Performance
Table 3: Comparison of Others on Reported F1@ 10 An intelligent fuzzy decision system for & with

Method | Inspec  SemEval2010
Salience Rank 26.60 -
MultipartiteRank - 14.50
KeyGames 40.48 14.35
TeKET - 14.75
AttentionRank | 32.15 15.12

3.5 Ablation Study

3.5.1 Integration Ratio

The AttentionRank model linearly integrates the
accumulated self-attention with the cross-attention
relevance to determine the importance of a can-
didate. We study the influence of accumulated
self-attention and cross-attention by adjusting d
(in Equation 17) from O to 1, with a step size of
0.1. Figure 4 shows that the contribution of accu-
mulated self-attention value is higher than cross-
attention relevance in general. However, the best ra-
tio is different for each dataset. With dataset Inspec,
F1 value is highest when d is round 0.3, 0.5, and
0.9 for K equals 5, 10, and 15, respectively. For Se-
mEval2017, the best performance can be achieved
when d is set to 0.7, 0.9, and 0.9. For the long doc-
ument set - SemEval2010, the performance is opti-
mized when d is 1, which means only accumulated
self-attention value is needed to find the keyphrases.
We think that the accumulated self-attention model
considers the repetition of the keyphrases implic-
itly through the self-attention weights accumulation
over the document. However, for short document
sets, such as Inspec, the cross-attention relevance
has more impact. Since there are only a few sen-
tences in a document, the repetition of the word is
low. However, the context-wise relevancy between
keyphrases and sentences and the document needs
to be emphasized.

multi-decision points. This paper describes an intelligent fuzzy decision support system for
real-time scheduling and dispatching of parts in a flexible manufacturing system (EMS),
with alternative routing possibilities for all parts. A fuzzy logic approach is developed to
improve the system performance by considering multiple performance measures and at
multiple decision points. The characteristics of the system status, instead of parts, are fed
back to assign priofity to the parts waiting to be processed. A simulation model is
developed and it is shown that the proposed intelligent fuzzy isi

keeps all performance measures at a §oodlléVel. The proposed intelligent system is a
promising tool for dealing with scheduling FMSs, in il to traditional rules.

(a)SIFRank

An intelligent fuzzy decision system for a flexible manufacturing system with

multi-decision points. This paper describes an intelligent fuzzy decision support system for
fealtime scheduling and dispatching of parts in a flexible'manufacturing system (EMS),
with alternative routing [ISSSIBIIlEE for all parts. A fuzzy logic approach is developed to
improve the system performance by considering multiple performance measures and at
multiple decision points. The characteristics of the system status, instead of parts, are fed
back to assign [Bilfiilj to the parts waiting to be processed. A Simulationimodel is
developed and it is shown that the proposed intelligent fuzzy decision support system
keeps all performance measures at a . The proposed intelligent system is a
promising ool for dealing with scheduling FMSs, in ESilia8l to traditional rules.

(b)AttentionRank

Figure 6: Comparison of SIFRank and AttentionRank
on Short Document

3.5.2 Analysis on Document Frequency

In the AttentionRank model, document frequency
is used to remove generic terms for a specific cor-
pus. Hence, we also study the impact of the docu-
ment frequency threshold dfy. For the short docu-
ment set - SemEval2017 and Inspec, dfy is adjusted
from 5 or 10, whereas for the long document set -
SemEval2010, dfy is adjusted from 10 to 110. Fig-
ure 5 shows that different datasets can have differ-
ent optimal performances based on the dfy values.
For short document datasets, the best dfy is often
small. The dfy value for long document datasets is
relatively larger. After dfy is larger than a certain
value, the performance drops with the increase of
the dfy, which means term with larger dfy can be a
keyphrase for a document within a specific corpus.

3.6 Case Study

AttentionRank performs closely with the SIFRank
on short documents. To observe the difference be-
tween AttentionRank and SIFRank, we randomly
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The recently emerging field of judgment aggregation studies aggregation from a logical 10
perspective, and considers how multiple sets of logical formulae can be aggregated to a l
single consistent set. As a special case, judgment aggregation can be seen to subsume - 0.8
classical preference aggregation. We present a modal logic that is intended to support
reasoning about scenarios (and hence, as a special case, about ~06
ition): the logical language is interpreted directly in it :

. We present a sound and of such rules. We
show that the logic can express aggregation rules such as majority voting; rule properties
such as independence; and results such as the di i , Arrow"s theorem and
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(2)YAKE!

The recently emerging field of studies aggregation from a logical 10
perspective, and considers how multiple sets of logical formulae can be aggregated to a l
single consistent set. As a special case, can be seen to subsume 0.8
classical preference aggregation. We present a modal logic that is intended to support
reasoning about judgment aggregation scenarios (and hence, as a special case, about - 06

i the logical is interp directly in judgment
aggregation rules. We present a sound and d of such rules. We

show that the logic can express aggregation rules such as majority voting; rule properties
such as independence; and results such as the discursive paradox, Arrow"s theorem and
Condorcet"s paradox - which are derivable as formal theorems of the logic. The logic is - 0.2
parameterised in such a way that it can be used as a general framework for comparing the I
logical properties of different types of aggregation - including classical preference 0.0
aggregation.
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(b)AttentionRank

Figure 7: Comparison of YAKE! and AttentionRank on
Long Document

select a document in the Inspec. The heatmap in
Figure 6 presents the importance scores of the can-
didates calculated by the two models. We nor-
malized their original scores to draw the heatmap.
The warmer the color is, the higher the score is.
The phrases with bold italics and underline in the
text are the labeled keyphrases. The candidate
scores generated by AttentionRank fluctuate more
than those generated by SIFRank. Using accu-
mulated self-attention, AttentionRank generates
slightly lower scores than SIFRank on some can-
didates, such as ‘multiple decision points’ which
shows only once. The labeled keyphrase ‘decision
support system’ is not identified by both models.

Although AttentionRank performs better than
the other baselines on long documents, YAKE! also
achieves good performance. Figure 7 shows a snip-
pet of a long document with extracted keyphrases
using these two models. The document is selected
from the dataset SemEval2010.

Based on the observed heatmap, the scores are
assigned differently by the models. The accu-
mulated self-attention ranks the bigram candidate
‘judgment aggregation’ high because of its high
frequency. Whereas, YAKE! counts the influence
of frequency differently. Nevertheless, YAKE! em-
phasizes on a candidate using the length of the can-
didate. It generates a higher score on the trigram
candidate ‘judgment aggregation rules’ higher than
‘judgment aggregation’.

4 Related Work

There are supervised and unsupervised keyphrase
extraction approaches. The unsupervised ap-
proaches can be grouped into two categories: tra-
ditional unsupervised methods and deep learning-
based methods. Rose et al. (Rose et al., 2010)
identified the keywords based on the word fre-
quency, the number of co-occurring neighbors, and
the ratio between the co-occurrence and the fre-
quency. Campos et al. (Campos et al., 2018) cal-
culated the importance of each candidate using
frequency, offsets, and co-occurrence. Alrehamy et
al. (Alrehamy and Walker, 2018) first clustered the
candidates based on the semantic similarity. Can-
didates with similar semantic relevance with the
centroids were selected as keywords. Rabby et al.
(Rabby et al., 2020) took a binary tree approach.
Its statistical relevance determined the importance
of a subtree with its root. Then, they extracted
all the paths from the roots to the leaves to find
the keyphrases. Mihalcea et al. (Mihalcea and
Tarau, 2004) converted the candidates into nodes
on a graph, then used the PageRank algorithm to
calculate the importance of the candidates Wan
and Xiao et al. (Wan and Xiao, 2008) enriched
the graph of candidates by collecting information
from k-Nearest-Neighbor documents. Bougouin
et al. presented the TopicRank (Bougouin et al.,
2013) model, which first assigned a score to each
topic by candidate keyphrases clustering. The top-
ics were scored using the TextRank ranking model,
and keyphrases were extracted using the most rep-
resentative candidate from the top-ranked topics.
Boudin et al. (Boudin, 2018) proposed a Multi-
partite graph model to encode the topic informa-
tion within a multipartite graph, which utilized the
keyphrases mutual relationship to improve rank-
ing. Florescu et al. (Florescu and Caragea, 2017a)
proposed the PositionRank to use the position in-
formation of word occurrences into TextRank to
improve the TextRank on a document. Sung et al.
(yeon Sung and Kim, 2020) considered the can-
didate hierarchy based on conditional probability
(general or specific) on a directed weighted graph.

Wang et al. (Wang et al., 2014) made use of
the pre-trained word embedding and the frequency
of each word to generate weighted edges between
words in a document. A weighted PageRank al-
gorithm was used to compute the final scores of
words. Mahata et al. (Mahata et al., 2018) used
a similar approach using the phrase embeddings
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for representing the candidates and ranking the im-
portance of the phrases by calculating the seman-
tic similarity and co-occurrences of the phrases.
Papagiannopoulou et al. (Papagiannopoulou and
Tsoumakas, 2018) also used word embeddings for
unsupervised keyphrase extraction. Different from
the previous two methods, the embeddings were
trained from a single document called local em-
bedding. Bennani-Smires et al. (Bennani-Smires
et al., 2018) used a document embedding model,
EmbedRank, to measure the similarity between
documents and candidates to select more represen-
tative keyphrases. Sun et al. (Sun et al., 2020)
proposed SIFRank, integration of statistical model
and pre-trained language model, to calculate the
relevance between candidates and document topic.
Saxena et al. (Saxena et al., 2020) employed the
concept of evolutionary game theory and utilized
the embeddings, position, and frequency of the
candidate to calculate the confidence score to de-
termine whether a candidate is a keyphrase.

Different from previous methods, this study
focuses on integrating self-attention weights ex-
tracted from the pre-trained deep language model
with the calculated cross-attention relevancy value
to identify the keyphrases that are important to lo-
cal sentence context and also have strong relevancy
to all sentences within the whole document.

5 Conclusions

This research investigated the accumulated self-
attention mechanism integrated with a cross-
attention model for unsupervised keyphrase extrac-
tion. A pre-trained BERT model is utilized to calcu-
late the self-attention and cross-attention values. A
candidate is processed through a self-attention cal-
culation and a cross-attention relevancy calculation
to gain a final score towards ranking. We compared
the proposed AttentionRank model with seven dif-
ferent baselines on three benchmark datasets, in-
cluding two short document datasets and one long
document dataset. AttentionRank gains a better
or competitive F1@5, 10, and 15 on all datasets.
The ablation study shows that accumulated self-
attention has a higher contribution than the cross-
attention relevancy score on the long document
set. For a short document set, the linear integration
of both attention mechanisms shows good perfor-
mance. The future work includes fine-tuning the
BERT on a target domain and comparing against
more baselines on domain-specific datasets.
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