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Abstract

Despite recent promising results achieved by
span-based approaches to event coreference
resolution, there is a lack of understanding of
what has been improved. We present an empir-
ical analysis of our state-of-the-art span-based
event coreference resolver (Lu and Ng, 2021)
with the goal of providing the general NLP au-
dience with a better understanding of the state
of the art and coreference researchers with di-
rections for future research.

1 Introduction

Recent years have seen the successful application
of span-based neural models to key entity-based in-
formation extraction (IE) tasks such as entity coref-
erence resolution (CR) (Lee et al., 2017, 2018)
and relation extraction (Luan et al., 2019). Unlike
many non-span-based neural models, which typi-
cally learn task-specific contextualized word repre-
sentations (Peters et al., 2018), span-based models
are designed to learn task-specific representations
of text spans. This potentially allows span-based
models to create better representations of the en-
tity mentions involved in entity-based IE tasks than
their non-span-based counterparts as many entity
mentions are multi-word expressions.

Can the successes of span-based models be ex-
tended to event CR? The vast majority of existing
event coreference resolvers were developed in the
pre-neural NLP era, focusing primarily on feature
engineering (Ahn, 2006; Chen et al., 2009; Chen
and Ji, 2009; McConky et al., 2012; Araki et al.,
2014; Bejan and Harabagiu, 2010, 2014; Chen
and Ng, 2014, 2015, 2016; Cybulska and Vossen,
2015a,b; Yang et al., 2015; Krause et al., 2016; Lu
et al., 2016) and adapting the models originally
developed for entity coreference to event corefer-
ence (Liu et al., 2014; Peng et al., 2016; Lu and
Ng, 2016, 2017, 2020). Neural event coreference
models (Choubey and Huang, 2017, 2018, 2021;

Huang et al., 2019) are few and far between, let
alone span-based neural event coreference models.
Recently, Lu et al. (2020) designed the first span-
based model that has achieved state-of-the-art re-
sults on a standard event coreference dataset. De-
spite these promising results, the use of span-based
models in event-based IE tasks such as event coref-
erence is still in its infancy. In particular, there is
little understanding of what has been improved.

In light of the above discussion, we present
an empirical analysis of our state-of-the-art span-
based event coreference resolver (Lu and Ng, 2021)
with the goal of gaining insights into its behavior.
We believe that our analysis will not only provide
the general NLP audience with a better understand-
ing of the strengths and weaknesses of span-based
event coreference models, but also provide corefer-
ence researchers with directions for future work.

2 Tasks and Definitions

In this section, we define the six tasks to be learned
by our span-based event coreference model.

The event coreference task involves identifying
the event mentions in a document that refer to the
same real-world event. In the example in Table 1,
evl and ev2 are coreferent because they both re-
fer to Ahrendts’ starting to work for Apple. An
event mention is composed of a frigger, a set of
arguments, and a set of attributes, as defined below.

The trigger detection (TD) task aims to (1) ex-
tract from a document the event triggers, each
of which is a word/phrase that expresses the oc-
currence of an event, and (2) assign an event
subtype to each trigger that is chosen from a
corpus-specific subtype inventory. In our example,
evl, ev2, and ev3 are triggered by "hire", "start",
and "hired" respectively with subtype PERSON-
NEL_STARTPOSITION. Two mentions cannot be
coreferent unless they have the same subtype.

"For an empirical analysis of non-neural event coreference
models, we refer the reader to Chen and Ng (2013).
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{Apple}en1 said {Tuesday}eno that {it}c,3 will {hire}.,1 {Angela Ahrendts, the chief executive of Burberry}ena4, as a
member of {its}en5 executive team. {She}ene Will {start}e,2 working for { Apple} ey in the {spring}ens. In the {summer}cng,
{the company }e,10 {hired}.,3 {Paul Deneve, the former CEO of Yves Saint Laurent}.,11, to work on special projects.

Table 1: Event coreference example.

Number of documents
Number of gold event mentions
Number of event coreference chains

Average entropy of the subtype distribution of a gold event mention
Average entropy of the subtype distribution of a candidate event mention
Average entropy of the anaphoricity distribution of a gold event mention
Average entropy of the anaphoricity distribution of a candidate event mention

ACE KBP
Train Dev  Test | Train Dev  Test
529 28 40 735 82 167
4202 450 403 20512 2382 4375
3272 313 290 13292 1502 2963
0.122 0.047 0.059| 0.414 0.217 0.268
0.299 0.403 0433 0.313 0.368 0.517
0.370 0.264 0.275| 0.485 0.335 0.375
0.112 0.228 0.224| 0.140 0.191 0.239

Table 2: Dataset statistics.

The argument extraction task aims to (1) extract
the arguments of an event mention and (2) deter-
mine the role played by each argument in the event.
In our example, en3 and en4 are the arguments of
evl with roles ENTITY and PERSON respectively,
for instance. Note that event arguments are entity
mentions. Two event mentions cannot be corefer-
ent if there is a role for which their arguments refer
to different entities. For instance, ev1 and ev3 are
not coreferent because the PERSON role of these
two event mentions are filled by different entity
mentions ("Angela Ahrendts" and "Paul Deneve").

The attribute prediction task aims to predict
an event mention’s attributes, each of which de-
notes a linguistic property of the event mention.
For instance, one of the attributes defined in the
ACE 2005 event coreference annotation guide-
lines is TENSE, which denotes the tense associated
with an event and has four possible values, PAST,
PRESENT, FUTURE, and UNSPECIFIED.

The anaphoricity prediction task determines
whether an event mention is coreferent with any
preceding mentions. For example, ev]l is non-
anaphoric while ev?2 is anaphoric.

Entity CR involves identifying the entity men-
tions in a document that refer to the same real-
world entity. For instance, en4 and en6 are coref-
erent because they refer to Ahrendts.

3 Evaluation Setup

3.1 Datasets

We report results on two event coreference datasets
that are the most comprehensively annotated, ACE
2005 and KBP 2017.2 ACE 2005 defines 33 event

>We excluded ECB+, an extensively used dataset, because
of criticisms for its incomplete within-document event corefer-
ence annotation (Liu et al., 2014; Choubey and Huang, 2018).

subtypes, 30 argument roles, and four event at-
tributes, whereas KBP 2017 defines 18 subtypes,
20 argument roles, and one attribute. For ACE
2005, while the official training set is available, the
official test set is not. As a result, previous work de-
fined different train-test partitions over the official
training set when evaluating on ACE 2005. We em-
ploy the same train-test partition as Wadden et al.
(2019). For the experiments involving KBP, we use
five corpora (LDC2015E29, E68, E73, E94, and
LDC2016E64) as our training set. Among them,
we reserve 82 documents for parameter tuning. For
evaluation, we use the official KBP 2017 test set.
Statistics on ACE 2005 and KBP 2017 are shown
in Table 2.% In addition to general statistics such as
the number of event coreference chains, we com-
pute several statistics that aim to better gauge the
difficulty of these datasets. The first one is the
average entropy of the subtype distribution of an
event mention. This statistic could shed light on
the difficulty of TD: in general, the lower the en-
tropy is, the easier it is to predict its subtype. We
compute two versions of this statistic, one using
gold mentions and the other using candidate men-
tions (i.e., gold mentions plus non-gold mentions
created from words/phrases that have appeared as
a trigger at least once in the dataset). When com-
puting the entropy of the subtype distribution of a
candidate mention, we include NONE as one of the
subtypes. The second one is the average entropy
of the anaphoricity distribution of a mention. This
statistic could shed light on the difficulty of event
CR: in general, the lower the entropy is, the easier it
is to determine whether a mention is anaphoric. We
compute it using both gold and candidate mentions.
3The event subtypes, argument roles, and event attributes

defined for ACE 2005 and KBP 2017 can be found in LDC
(2005) and LDC (2016), respectively.
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Apple said Tuesday that it hired Angela Ahrendsts, the chief executive of Burberry...
She will start working for Apple in the spring...

Figure 1: Model structure.

3.2 Evaluation Metrics

Results of event coreference are obtained using ver-
sion 1.8 of the official scorer provided by the KBP
2017 shared task organizers. This scorer reports
results in terms of AVG-F, which is the unweighted
average of the F-scores of four coreference evalua-
tion metrics, namely MUC (Vilain et al., 1995),
B3 (Bagga and Baldwin, 1998), CEAF. (Luo,
2005) and BLANC (Recasens and Hovy, 2011).

TD results are expressed in terms of F-score,
where a trigger is considered correctly detected if
it has an exact match with a gold trigger in terms
of boundary and event subtype.

3.3 Model

Next, we provide an overview of our state-of-the-
art span-based event coreference model.

Our model, which jointly learns six tasks, takes
as input a document and divides it into non overlap-
ping regions, following previous span-based mod-
els (Joshi et al., 2019). The word sequence in each
region serves as an input training sequence, from
which we extract all possible intra-sentence spans
of up to length L. We then pass the sequence into
a pre-trained Transformer encoder to encode the
tokens and their contexts, and create a span’s repre-
sentation based on the encoded tokens in the Span
Representation Layer. To maintain computational
tractability, we score each span and retain only the
top-scoring spans for further processing.

For each top span, we pass it to (1) the Mention
Prediction Layer to predict its trigger subtype (or
NONE if it is not a trigger); (2) the Anaphoric-

ity Prediction Layer to predict its anaphoricity
value (i.e., ANAPHORIC or NON-ANAPHORIC);
(3) the Attribute Prediction Layer, which contains
a network for predicting the value of each event
attribute; (4) the Coreference Prediction Layer,
which uses a ranker to link a span to its highest-
ranked candidate antecedent (or NULL if the span
is non-anaphoric). We learn entity and event coref-
erence simultaneously by viewing them as a sin-
gle coreference task. From a learning perspective,
there is only one task to be learned, which is coref-
erence resolution over a set of mentions. To do so,
we extend the Span Representation Layer, the Men-
tion Prediction Layer, and the Coreference Predic-
tion Layer so that the mentions they identify/handle
are composed of both entity and event mentions.
Finally, for each span ev predicted to be an event
mention and each span em predicted to be an entity
mention that appears in the same sentence as ev,
the Argument Prediction Layer predicts em’s role
in ev (or NULL if it is not an argument of ev). To
guide the learning process, seven cross-task con-
sistency constraints are enforced as soft constraints
during both training and inference.

Figure 1 shows the structure of our model. For
details, we refer the reader to Lu and Ng (2021).

We evaluate several variants of this model*:
SpanBERT-base vs. SpanBERT-large. To de-
termine the impact of the encoder on span-based
event coreference, we experiment with two en-
coders, SpanBERT-base (henceforth SpanBERT-
b) and SpanBERT-large (henceforth SpanBERT-]),

*Details of parameter tuning can be found in the Appendix.
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ACE
Knowledge-Rich

System AvgF MUC Sing. TD

Knowledge-Lean
AvgF MUC Sing. TD

KBP
Knowledge-Rich
AvgF MUC Sing. TD

Knowledge-Lean
AvgF MUC Sing. TD

SpanBERT-b | 57.6 55.6 504 73.9| 584
SpanBERT-1 | 57.8 539 51.5 75.0| 59.3

Pipeline models
56.4 504 739| 425 369 547 62.2| 44.0 389 54.6 622
554 515 75.0] 449 38.6 53.1 63.8| 46.2 40.8 53.0 63.8

SpanBERT-b | 58.5 56.2 55.5 73.1| 57.9
SpanBERT-1 | 60.1 58.0 55.6 74.6| 583 54.1

Joint models
56.8 555 723| 442 39.6 4277 629| 439 405 394 62.1
582 743| 48.0 452 452 64.5| 445 409 40.1 62.0

Table 3: Results of different model variants on two coreference datasets.

the latter of which is more complex.

Knowledge-rich vs. Knowledge-lean Resolu-
tion. While our model learns six tasks, many
existing resolvers only perform two tasks, trigger
detection and event coreference. To understand the
benefits of the additional tasks, we experiment with
both the six-task (henceforth Knowledge-Rich)
version and the two-task (henceforth Knowledge-
Lean) version of our model, the latter of which is
obtained by removing the layers from our model
that correspond to the remaining four tasks.

Pipeline vs. Joint Models. Although pipeline
models are prone to error propagation, the ma-
jority of the existing resolvers are pipeline-based,
performing trigger detection prior to event corefer-
ence. To evaluate the benefits of joint modeling, we
evaluate a pipelined version of our model, where
we first train a trigger detector, then use the re-
sulting triggers to train an anaphoricity model and
the attribute prediction models. Next, we train a
joint entity extraction and entity coreference model,
which is essentially the portion of our model con-
taining only the Span Representation Layer, the
Mention Prediction Layer, and the Coreference Pre-
diction Layer. Then, we train an argument extrac-
tion model, which is the same as our model’s Ar-
gument Prediction Layer, using the extracted entity
mentions as candidate arguments for the triggers
identified by the trigger detection model. Finally,
the outputs of all these models are used to enforce
the cross-task consistency constraints in our mod-
els as hard constraints, meaning that any candidate
antecedent of an anaphor that violates a constraint
is filtered prior to event CR.

4 Results of Model Variants

We first evaluate the variants of our model on ACE
2005 and KBP 2017. These variants differ along
three dimensions, each of which has two choices:
(1) SpanBERT-b vs. SpanBERT-I; (2) Knowledge-
Rich vs. Knowledge-Lean; and (3) Pipeline vs.

Joint. This yields eight possible variants, whose
results are shown in Table 3.3

SpanBERT-b vs. SpanBERT-l. To study the im-
pact of the encoder on event coreference per-
formance, we compare the performances of the
SpanBERT-b and SpanBERT-I resolvers. Event
coreference results, which are expressed in AVG-F,
are shown in the AvgF columns of Table 3. Keep-
ing the other two dimensions fixed, we can see
that a SpanBERT-I resolver always outperforms its
SpanBERT-b counterpart w.r.t. event CR.

To better understand whether the SpanBERT-I re-
solvers offer better event coreference performance
than their SpanBERT-b counterparts because of bet-
ter TD, better identification of coreference links,
better identification of singleton clusters, or a com-
bination of these three factors, we report in Table 3
the TD F-scores in the TD columns, the MUC F-
scores (which solely measure link prediction per-
formance) in the MUC columns, and the percent-
age of singletons successfully recalled in the Sing.
columns. We can see that while neither of them pro-
duces consistently better link identification results
than the other, the SpanBERT-1 resolvers rarely per-
form worse and sometimes perform substantially
better than their SpanBERT-b counterparts w.r.t.
TD and singleton identification. Nevertheless, de-
spite the consistent improvement of SpanBERT-1
over SpanBERT-b, the factors that contribute the
most to SpanBERT-I’s superior event coreference
performance are different in different cases.

Knowledge-rich vs. Knowledge-lean. Would
knowledge-rich event coreference models always
outperform their knowledge-lean counterparts?
The results in Table 3 reveal an interesting correla-
tion: knowledge-rich models always perform worse
than knowledge-lean models in the pipeline set-
ting, whereas the reverse is true in the joint setting.
Specifically, in the pipeline setting, knowledge-rich

5 Owing to space limitations, we show only the most im-

portant scores in Table 3. The detailed results (e.g., B® and
CEAF. results) can be found in the Appendix.
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models underperform their knowledge-lean coun-
terparts w.r.t. link identification. We speculate that
the larger number of tasks trained in the knowledge-
rich setting has aggravated error propagation, but
additional experiments are needed to determine the
reason. In contrast, in a joint setting, improvements
in the knowledge-rich models are always accom-
panied by improvements in TD and sometimes by
improvements in link identification and/or single-
ton identification.

Pipeline vs. Joint. While there have been claims
that joint models of event coreference outperform
their pipeline counterparts because of their abil-
ity to address error propagation, to our knowledge
there has never been a head-to-head comparison
of pipeline and joint models in a controlled setting
that differ only w.r.t. whether the tasks involved are
learned jointly or independently. The results in Ta-
ble 3 reveal an interesting observation: joint mod-
els substantially outperform their pipeline coun-
terparts in a knowledge-rich setting, whereas the
reverse is true in a knowledge-lean setting. More
specifically, we see that in a knowledge-rich set-
ting, improvements in a joint model’s coreference
performance are always accompanied by signifi-
cantly better link identification; in contrast, in a
knowledge-lean setting, drops in a joint model’s
coreference performance can be attributed mostly
to poorer performances on TD. Overall, these re-
sults provide suggestive evidence that there are
indeed benefits in joint modeling when multiple
tasks are involved.

ACE vs. KBP. Both the trigger detection results
and the event coreference results on ACE are better
than those on KBP. The reason can be attributed
largely to the fact that the ACE test set is simpler
than the KBP test set w.r.t. both trigger detection
and event coreference, as explained below.

To understand why trigger detection is easier
on ACE than on KBP, for each candidate event
mention in the ACE/KBP test set, we computed
the entropy of the event subtype distribution of its
underlying trigger, and found that the entropy (aver-
aged over the candidate mentions in the test set) is
lower for ACE (0.433) than for KBP (0.517). This
means that the subtype distribution of a candidate
mention that appears in the ACE test set is on av-
erage more skewed than that in the KBP test set.
At the same time, we found that our model’s trig-
ger detector was not good at exploiting context for
subtype prediction, as most of the time the model

simply assigned an event mention the subtype that
co-occurred most frequently with the underlying
trigger in the training set. Specifically, the average
entropies of the predicted subtype distribution of
a candidate mention in ACE and KBP are 0.330
and 0.366 respectively, which are lower than the
average entropies of the gold subtype distribution
mentioned above. Consequently, trigger detection
results on KBP are worse than those on ACE.

The better event CR results obtained on ACE
could in part be attributed to better TD, but the
question is: is event CR easier on ACE than on
KBP? To answer this question, we feed our model
with gold event mentions (i.e., gold mention bound-
aries and gold subtypes) during testing. This means
that any error observed in the output of the model
must be due to incorrect resolution. The results are
as follows. The percentage of gold event mentions
in the test set that are resolved incorrectly is 11.3%
for ACE and 19.2% for KBP. In other words, res-
olution performance on ACE is indeed better than
that on KBP. These results suggest that the better
coreference results on ACE can be attributed to not
only better TD but also better resolution. The next
question is: what makes event CR easier on ACE
than on KBP? One reason is anaphoricity determi-
nation: the anaphoricity determination accuracies
on the ACE and KBP test sets are 66.5% and 57.2%
respectively. We believe that anaphoricity determi-
nation is easier on ACE because the event mentions
are less ambiguous w.r.t. anaphoricity than those on
KBP, as seen in the entropy values of anaphoricity
distribution in Table 2.

5 Results on Resolution Classes

To gain additional insights into our best resolver
(Joint Knowledge-Rich SpanBERT-1), we analyze
its performance on different classes of event men-
tions by partitioning the gold event mentions in the
test set into 11 resolution classes.

The first three classes contain event mentions
that can be resolved via lemma matching or rote
learning. (1) Lemma match and seen pair
(LM&SP). An event mention e is assigned to this
class if it has an antecedent (i.e., an event mention
preceding e that is coreferent with e) such that the
two have the same lemma and have appeared as
a coreferent pair in the training data at least once.
(2) Lemma match only (LM). An event mention
is assigned to this class if it has an antecedent such
that the two have the same lemma but have never
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appeared as a coreferent pair in the training data.
(3) Seen Pair (SP). An event mention is assigned
to this class if it has an antecedent such that the two
have appeared as a coreferent pair in the training
data at least once but do not have the same lemma.
We partition the remaining anaphoric mentions
(i.e., those not covered by the first three classes)
based on two factors. The first factor is the sen-
tence distance (SD) between the gold mention e
and its closest antecedent. The possible values are
< 1 (if e’s antecedent appears in either the same
sentence as e or the preceding sentence) and > 1
(otherwise). The second factor depends on the num-
ber of coreferent arguments (CA) shared by e and
an antecedent. The possible values are > 1 (if e
has an antecedent a such that when comparing the
event arguments of e and a w.r.t. each role, there
are at least two roles containing coreferent argu-
ments), = 1 (if e fails the > 1 condition, but has
an antecedent such that the two have exactly one
role in which their arguments are coreferent) and
= 0 (otherwise). We use these two factors to define
six classes: (4)SD < 1,CA >1,(5SD <1,CA
=1,06)SD<1,CA=0,(7)SD>1,CA > 1,
@SD>1,CA=1,and (9)SD > 1,CA = 0.
Finally, we partition the non-anaphoric event
mentions into two classes: (10) Seen non-
anaphoric (SNA) mentions. A non-anaphoric
mention is assigned to this class if it is seen in the
training set. (11) Unseen non-anaphoric (UNA)
mentions. A non-anaphoric mention is assigned to
this class if it does not appear in the training set.
Results of our resolver on these 11 resolution
classes are shown in Table 4. Specifically, for each
resolution class C, we show its TD recall (per-
centage of gold mentions in C' that are correctly
recalled by the trigger detector) under TD and its
resolution accuracy (percentage of correctly iden-
tified anaphors in C' that are correctly resolved)®
under RA. Under Size we show the percentage of
gold mentions belonging to each resolution class.
Among the resolution classes involving
anaphoric mentions, the ones with the highest
RAs are LM&SP, LM, and SP. This should not be
surprising: lemma matching and memorization of
pairs seen in the training set are by far among the
most reliable indicators of event coreference. TD
F-scores are lower for LM than for the other two
classes. This should not be surprising either, as TD
®1n other words, the resolution accuracy does not depend

on anaphor recall and precision, as it is computed only over
those mentions that are successfully recalled by the resolver.

ACE KBP

Class Size RA TD Size RA TD

1 LM&SP 129 72.5 98.1 6.3 833 727

2 LM 3.0 28.6 583 84 770 594

3 SP 47 722 947 1.7 549 729

4 SD<1,CA>1 | 0.7 00 667 14 415 719
5 SD<I1, CA=l 03 00 00 24 50.0 626

6 SD<I,CA=0 1.2 333 600 2.8 352 46.6

7 SD>1,CA>1 | 1.7 60.0 714 1.8 50.0 658

8 SD>1,CA=1 1.7 333 857 4.6 513 61.6

9 SD>1,CA=0 1.8 60.0 714 35 422 438

10 SNA 64.5 87.4 854 60.0 88.3 72.8
11  UNA 74 100.0 400 7.2 89.8 29.3

Table 4: Results on resolution classes.

performance is strongly correlated with whether
the mentions are seen in the training set or not.

The six classes defined by SD and CA contain
anaphors that are harder to resolve than the above
three owing to the absence of reliable indicators
of event coreference. Two points deserve men-
tion. First, somewhat contrary to expectation, sen-
tence distance does not seem to affect resolution
difficulty, as the RAs of the SD<1 classes are not
higher than those of the SD>1 classes. This may
have to do with the fact that these RAs are only
computed over difficult resolution classes. Second,
on KBP, we see that the RAs of the CA>1 and
CA=1 classes are higher than the RA of the CA=0
class. These results seem to be consistent with our
intuition that an event mention is easier to resolve
if it shares common arguments with its antecedent.
Interestingly, the opposite seems to be true on ACE.
This may have to do with the fact that the number
of gold event mentions in the ACE test set is much
smaller than that in the KBP test (403 vs. 4174).
In particular, the number of anaphors covered by
the six classes involving SD and CA in ACE is
probably too small to draw reliable conclusions.

The highest RAs are achieved by the two non-
anaphoric resolution classes, SNA and UNA. For
non-anaphoric event mentions, a high RA implies
that the corresponding resolver has successfully
determined that these mentions should not be re-
solved. In addition, the TD F-scores associated
with these two classes again confirm that TD perfor-
mance correlates with the percentage of mentions
that are seen in the training set.

6 Sensitivity to Perturbed Inputs

Next, we conduct a series of experiments that in-
volve perturbing the input. In each experiment, we
(1) replace a certain kind of words/phrases in each
training document with other words/phrases, (2)
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train a coreference model on these perturbed train-
ing documents, and (3) evaluate the output. Our
goal is to gain insights into the behavior of our
span-based resolver by examining how sensitive its
performance is to perturbations in the input. Specif-
ically, if performance drops significantly when a
particular kind of words/phrases is replaced, that
means the replaced words/phrases are important
in the model learning process. Note that perturba-
tions are only applied to the training documents:
no changes are made to the test documents.

We divide the different kinds of perturbations
into two broad categories, mention-internal pertur-
bations and mention-external perturbations.

6.1 Mention-internal Perturbations

Mention-internal perturbations involve making
changes to the words associated with an event men-
tion (e.g., its trigger, its arguments).

6.1.1 Perturbation to Event Triggers

We replace each trigger, ¢1, in a training document
with another trigger, ¢2, that appears in the training
set. This ensures that the number of triggers that are
unseen w.r.t. the training set will not change. Impor-
tantly, the replacement is deterministic, meaning
that (1) all occurrences of ¢; will be replaced with
the same trigger (i.e., t2), and (2) any trigger coref-
erent with ¢; (but are not lexically identical to it,
such as "died" and "passed away") will be replaced
with a trigger that has been coreferent with ¢y at
least once in the training data. These conditions
ensure that only the triggers will change, but their
event coreference relationships will not. Due to the
randomness involved in the choice of 2, we repeat
the experiment three times and report the average
result.

6.2 Perturbation to Event Arguments

We have two kinds of perturbations to arguments.

Arguments with entity coreference relations
preserved. This experiment is the same as the
trigger perturbation experiment described in the
previous subsection except that we are now replac-
ing arguments rather than triggers.

Arguments with entity coreference relations
disrupted. This experiment is the same as the
"arguments with entity coreference relations pre-
served" experiment, except that entity coreference
relations are disrupted in the replacement process.
More specifically, while the replacement of an argu-
ment a; with another argument a9 has so far been

deterministic, in this experiment the replacement is
random, meaning that different occurrences of a;
may be replaced with different arguments. More-
over, to ensure that entity coreference chains are
disrupted, we ensure that if a; is replaced with as,
then any entity mention coreferent with a; will be
replaced with another entity mention that is not
coreferent with as. This experiment will shed light
on the impact of entity coreference relations in the
model learning process.

6.3 Mention-external Perturbations

Mention-external perturbations involve making
changes to the words outside an event mention.

6.3.1 Perturbation to Entity Mentions

We replace each entity mention e; that is not an
event argument with another entity mention of
the same entity type. The replacement is random,
meaning that different occurrences of e; may be
replaced with different entity mentions. Unlike the
argument-related experiments, we do not make any
attempt to explicitly preserve or disrupt the entity
coreference relations in the replacement process.

6.3.2 Perturbation to Verbs

We replace each verb in the surrounding context
with a different verb that is taken from the training
set but has never appeared as a trigger in the train-
ing set. This replacement strategy ensures that (1)
the number of verbs that are unseen w.r.t. the train-
ing set will not change, and (2) the model will not
be misguided when learning from the verbs (i.e., a
verb that is unambiguously used as a trigger will
not be misled as an ambiguous verb because of the
replacement strategy). Note that the replacement is
deterministic: all occurrences of a given verb will
be replaced with the same verb. To avoid confusing
the learner, the new verb should never appear as a
trigger in the training set.

6.3.3 Perturbation to Adjectives & Adverbs

This experiment is the same as the "perturbations
to verbs" experiment, except that we replace adjec-
tives and adverbs rather than verbs.

6.4 Perturbation Results

Results of these experiments, which are shown in
Table 5, are expressed in terms of coreference reso-
lution AVG-F score (in the CR columns) and TD
F-score (in the TD columns). To facilitate com-
parison, we show in row 1 the performance of our
resolver when the input is not perturbed.
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ACE KBP

Perturbation Type CR TD CR TD
1 No perturbation 60.1 74.6 | 48.0 645
2 Trigger 57.6 735 | 433 62.1
3 Arg:Coref Preserved | 52.5 683 | 464 63.2
4 Arg:Coref Disrupted | 52.0 68.2 | 459 64.1
5  Entity mentions 564 724 | 463 640
6  Verbs 57.1 725 | 470 644
7

Adjectives/Adverbs | 579 739 | 46.7 64.5

Table 5: Perturbation results.

Several points deserve mention. First, all CR and
TD results obtained via perturbations are lower than
the "No perturbation" results in row 1. This implies
that each kind of perturbation we considered affects
the model learning process and negatively impacts
event CR and TD performances. Second, while
intuitively the mention-internal perturbations, par-
ticularly the perturbation involving triggers, should
negatively impact event CR performance more than
their mention-external counterparts, it is interesting
to see that this intuition is only somewhat supported
by the ACE results and certainly not by the KBP
results. In fact, on KBP there is not a perturbation
that is obviously more disruptive than the others.
Even more interesting are the TD results: while
intuitively the perturbation on triggers would be
more disruptive to TD performance, our results
suggest that this is not the case. Overall, these re-
sults suggest that while our state-of-the-art event
CR resolver is sensitive to every kind of perturba-
tions we experimented with, it is not particularly
more sensitive to any one of them.

7 Using Oracles

How can the performance of our best resolver (Joint
Knowledge-Rich SpanBERT-1) be improved? To
answer this question, we perform oracle experi-
ments in which we feed the resolver with differ-
ent types of perfect information and examine how
much performance gains can be obtained.

7.1 Gold Mention Boundaries

Our first oracle experiment concerns training and
testing our resolver on gold mention boundaries.
This experiment will enable us to determine the
extent to which event coreference performance can
be improved if we improve span (boundary) de-
tection. Specifically, we disable the component in
our resolver that is responsible for proposing spans
(i.e., mention boundaries) and instruct it to use gold
mention spans instead. Note, however, that the rep-
resentations of a span will still be learned during

Oracle ACE | KBP

1 None 60.1 | 48.0
2 Gold boundaries 77.1 62.9
3 Gold anaphoricity 65.9 | 52.7
4 Gold subtypes 78.0 | 69.2
5  Gold boundaries & subtypes | 83.3 | 80.1
6  Subtype agreement 62.5 | 48.6
7  Arg+EC agreement 60.8 | 48.1
8  Realis agreement N/A | 498
9  Modality agreement 62.3 | N/A
10 Tense agreement 64.0 | N/A
11 Genericity agreement 63.0 | N/A
12 Polarity agreement 63.0 | N/A

Table 6: Results of the oracle experiments.

training and then used during testing.

Results, which are expressed in terms of AVG-F,
are shown in row 2 of Table 6. For convenience, we
show the results of our best model variant in row 1.
Comparing these two rows, not only do we see
consistent improvements across the two datasets,
but the improvements are substantial: AVG-F can
be improved by as much as 14.9-17.0% points.

7.2 Gold Anaphoricity

In our second oracle experiment, we aim to shed
light on the role anaphoricity plays in event coref-
erence by providing our resolver with perfect event
anaphoricity information, meaning that we know
for every event mention whether it is anaphoric
or not. We use this perfect anaphoricity informa-
tion during resolution: we will resolve all and only
those event mentions that are anaphoric.

Results are shown in row 3 of Table 6. As we
can see, our resolver improved on both datasets (by
4.7-5.8% points in AVG-F score). These results
imply that further improvements in anaphoricity
can improve event CR.

7.3 Gold Subtypes

In our third oracle experiment, we assume that our
resolver is given gold event subtypes. Specifically,
we use gold subtypes in lieu of predicted subtypes
whenever the latter is needed by the model during
testing. In addition, we use gold subtypes in (1)
resolution, where we disallow coreference between
spans with different gold subtypes during testing,
and (2) postprocessing, in which we remove all
spans whose gold subtypes are NULL from the
system output prior to scoring.

Results are shown in row 4 of Table 6. The
improvements obtained via gold event subtypes
are even more substantial than those obtained via
gold mention boundaries and perfect anaphoricity:

1375



AVG-F scores increase by 17.9-21.2% points. We
believe that the reasons are two-fold. One has to
do with the removal of spans whose gold subtype
is NULL during postprocessing: this effectively
brings the precision of TD to 100%. The other has
to do with how scoring is done in event corefer-
ence: the official scorer considers a singleton/non-
singleton cluster correctly identified if and only if
the subtype predicted for each event mention in the
cluster is correct. In other words, event coreference
performance depends heavily on accurate event
subtyping. Overall, these results suggest that we
can go a long way in event coreference by focusing
on improving event subtyping.

7.4 Gold Mention Boundaries and Subtypes

In our fourth oracle experiment, we assume that
our resolver is given gold mention boundaries and
event subtypes. In essence, we are using the two
oracles described in Sections 7.1 and 7.4 in combi-
nation. Together they ensure that the recall and the
precision of TD are both 100%. Given this perfect
TD component, any errors made by the resolver
can be attributed solely to resolution.

Results are shown in row 5 of Table 6. As we
can see, employing gold boundaries and gold event
subtypes in combination yields substantially better
results than employing these oracles in isolation.
Specifically, the use of gold subtypes on top of gold
boundaries yields an improvement of 6.2—-17.2%
points in AVG-F score, whereas the use of gold
boundaries on top of gold subtypes yields an im-
provement of 5.3-10.9% points in AVG-F score.
The AVG-F scores on the two datasets both exceed
80%: these scores represent the upper bound on
event coreference performance that can be achieved
by our resolver solely by improving TD.

7.5 Agreement Oracles

Our next set of experiments involves the use of
agreement oracles. Each oracle takes two event
mentions as input and returns a binary value that
indicates whether they satisfy a certain condition
that encodes a linguistic constraint on coreference.
Our resolver uses an agreement oracle during res-
olution: if the oracle says that the condition being
tested is not satisfied between the two event men-
tions, the resolver will not establish any corefer-
ence link between them.

Our first agreement oracle is the event subtype
oracle, which checks whether two event mentions
have the same gold subtype. Note that this oracle is

different from the oracle described in Section 7.3:
this oracle only returns a binary value indicating
whether the given event mentions have the same
gold subtype, but unlike the previous oracle, it does
not tell us what their gold subtypes are. Our sec-
ond agreement oracle is the argument+entity coref-
erence oracle, which checks whether two event
mentions have a role in which the two arguments
are not entity-coreferent. The remaining agree-
ment oracles check whether the two event men-
tions agree w.r.t. one of its event attributes, namely
MODALITY, TENSE, GENERICITY and POLARITY
for ACE, and REALIS for KBP.

Results are shown in rows 612 of Table 6. As
we can see, all agreement oracles are only mildly
useful. This is understandable: since these ora-
cles are used to disallow coreference between two
mentions that violate a certain linguistic constraint,
they can help improve coreference precision but
not recall. Among these oracles, those involving
the event attributes tend to be more useful the re-
maining two, which involve subtypes (row 6) and
arguments+entity coreference (row 7). In other
words, merely knowing whether two mentions
agree in event subtype and whether they have non-
coreferent arguments in their respective roles offer
little help in improving coreference performance.

8 Conclusion

While space limitations preclude a reiteration of all
the observations we made in our empirical analy-
sis of our resolver, we believe the key conclusions
are: (1) a knowledge-rich joint event CR model
trained using SpanBERT-1 achieves better perfor-
mance than other model variants; (2) resolving
anaphoric event mentions that cannot be resolved
using lemma matching and memorization of men-
tion pairs seen in the training set remains a chal-
lenge in event CR; (3) while our state-of-the-art
span-based resolver is sensitive to all kinds of per-
turbations we considered, there is not one perturba-
tion it is particularly sensitive to; and (4) improving
mention boundary detection, anaphoricity detec-
tion, and subtype detection will likely lead to the
largest improvement in event CR performance.
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A Hyperparameter Tuning

For each coreference resolver, we have ten hyper-
parameters to tune. Specifically, we search for (1)
the max span width (i.e., the maximum number

of words in a candidate span) out of {5, 10, 15
}; (2) the max top antecedents (i.e., the maximum
number of candidate antecedents) out of [10, 50]
with step size 5; (3) the max training segments
out of {3, 4, 5}; (4) the top span ratio (i.e., the
fraction of top spans that survive the filtering) out
of {0.3, 0.4, 0.5}; (5) the max segment length out
of {128, 256, 384, 512}; (6) the task learning rate
out of {5e-6, le-5, le-4}; (7) the weights associ-
ated with the three types of mistakes made by the
coreference model: ayy g, (i.e., the number of incor-
rectly resolved anaphoric mentions), apy (i.e., the
number of non-anaphoric mentions misclassified as
anaphoric), and ar 4 (i.e., the number of anaphoric
mentions misclassified as non-anaphoric) out of {
0.1,0.2,0.5, 1,2, 5,10 }; (8) the weights associated
with the three types of mistake made by the men-
tion prediction model: oy, (i.e., the number of
mentions labeled with the wrong subtype), a; pn
(i.e., the number of non-mentions misclassified as
mentions), and oy pr (i.e., the number of mentions
misclassified as non-mentions) out of { 0.1, 0.2,
0.5, 1, 2,5, 10 }; (9) the weights associated with
attribute prediction, which are defined in a similar
manner to those used in trigger detection; and (10)
the weights associated with argument prediction,
which are also defined in a similar manner to those
used in trigger detection. We set the SpanBERT
learning rate to 2e-5. Table 7 shows the best hyper-
parameter setting of each model variant on ACE

Pipeline Joint

Knowledge-Lean Knowledge-Rich Knowledge-Lean Knowledge-Rich

Hyperparameter SpanB-b  SpanB-1 | SpanB-b  SpanB-1 | SpanB-b  SpanB-l | SpanB-b  SpanB-1
ACE
Max span width 10 10 10 10 5 5 5 5
Max top antecedents 35 35 35 35 10 10 10 10
Max training segments | 5 3 5 3 5 3 5 3
Top span ratio 0.4 0.4 0.4 0.4 0.3 0.3 0.3 0.3
Max segment length 384 512 384 512 384 512 384 512
Task learning rate le-5 Se-6 le-5 Se-6 le-4 le-4 le-4 le-4
(awr,aFN,0FA) (1,.1,1) (5,.1,1) | (5,.1,9) (1,1,.5) (.1,.1,1) (.5,2.5) | (5,.1,1) (.5,.1,5)
(at,wr.at,pn,ae,rr) | (2,.1,1) (.5,.1,5) | (2,.1,1) (.5,.1,5) | (1,.1,1) (.1,.5,5) | (.5,.5.9) (.5,.5,10)
(Ca,WL,Qa,FN,Qta,FT) | — - (.2,.1,1) (5,51 | - - (.5,.5,1) (1,1,1)
(Co,w Lo, FN O, FT) | — - (1,1,1) d,1,1) - - d,1,1) d,L,1)
KBP

Max span width 5 5 5 5 5 5 5 5
Max top antecedents 50 50 50 50 15 15 15 15
Max training segments | 5 3 5 3 5 3 5 3
Top span ratio 0.4 0.4 0.4 0.4 0.5 0.5 0.5 0.5
Max segment length 384 512 384 512 384 512 384 512
Task learning rate le-5 le-5 le-5 le-5 le-4 le-4 le-4 le-4
(awr,aFN,0FA) (.1,.1,1) (1,1,1) (1,1,1) (.5,.1,1) | (1,.1,10)  (.1,.1,5) | (1,.1,3) (1,.1,5)
(at,wr,ar,Fn,anrr) | (1,.1,1) (.1,.1,5) | (1,.1,1) (.1,.1,5) | (5,.1,9) (.1,.1,5) | (5,.1,3) (.5,.1,3)
(oza,WL,oza,FN,aa,pT) - - (.1,.1,5) (.1,.1,5) - - (.5,.1,1) (.5,.1,1)
(Cto,wL,Qto, FN Qo FT) | — - (.5,.5,1) (1,1,1) - - (.5,.5,1) (.5,.5,1)

Table 7: Best hyperparameters obtained on the development set for each resolver.
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Coreference TD
MUC B3 CEAF., BLANC AVG
R P F R P F R P F R P F F R P F

ACE
Pipeline, Knowledge-Lean
SpanBERT-b | 56.6 56.1 56.4| 64.1 664 652 59.8 63.6 61.7| 50.9 49.7 50.1| 584 | 724 755 739
SpanBERT-1 | 54.9 559 55.4| 65.6 67.3 66.4| 63.6 645 64.0| 529 50.0 51.4| 593 | 744 756 75.0

Pipeline, Knowledge-Rich
SpanBERT-b | 68.1 47.0 55.6| 67.9 59.8 63.6| 53.8 70.3 60.9| 56.8 47.6 50.4| 57.6 | 724 755 739
SpanBERT-1 | 584 50.0 53.9| 66.8 634 65.1] 58.6 642 61.3| 552 48.1 51.1| 57.8 | 744 756 750

Joint, Knowledge-Lean
SpanBERT-b | 55.8 57.8 56.8| 69.8 60.2 64.6| 69.0 534 60.2| 58.1 445 50.1| 579 | 79.5 663 723
SpanBERT-1 | 53.1 55.0 54.1| 65.6 65.6 65.6] 645 62.1 63.3| 52.0 489 50.4| 583 | 749 737 743

Joint, Knowledge-Rich
SpanBERT-b | 54.0 58.6 56.2| 66.5 64.1 65.3| 659 569 61.1| 555 48.0 51.3| 58.5 | 764 70.1 73.1
SpanBERT-1 | 61.1 552 58.0| 71.9 61.6 66.4| 659 57.8 61.6] 62.8 482 54.5| 60.1 | 79.5 70.3 74.6

KBP
Pipeline, Knowledge-Lean
SpanBERT-b | 35.7 39.5 37.5| 48.0 51.7 49.8| 44.0 53.5 483| 29.1 38.1 329| 42.1 | 575 67.7 622
SpanBERT-1 | 343 50.2 40.8| 46.8 61.0 53.0| 469 59.1 523| 295 45.6 35.6| 454 | 56.1 739 63.8

Pipeline, Knowledge-Rich
SpanBERT-b | 339 405 36.9| 472 53.8 503| 464 543 50.0| 28.2 39.5 32.9| 425 | 575 67.7 622
SpanBERT-1 | 31.6 49.7 38.6| 45.6 63.1 53.0| 48.1 58.9 53.0| 27.1 49.3 35.0| 449 | 56.1 739 63.8

Joint, Knowledge-Lean
SpanBERT-b | 37.1 47.3 41.6] 49.8 53.0 51.4| 484 489 48.7| 32.2 387 352| 442 | 60.1 65.1 625
SpanBERT-1 | 31.8 57.3 40.9| 439 64.0 52.1| 45.6 569 50.6| 26.2 50.5 34.5| 44.5 | 533 739 62.0

Joint, Knowledge-Rich
SpanBERT-b | 329 49.9 39.6| 47.4 572 519| 49.8 50.7 50.3| 29.8 425 349| 442 | 672 59.0 629
SpanBERT-1 | 39.1 53.6 45.2| 494 612 54.7| 49.7 58.6 53.8| 32.1 472 382| 48.0 | 58.7 71.6 64.5

Table 8: Results of the resolvers according to different evaluation metrics on the two coreference datasets.

and KBP.

B Results from Different Evaluation
Metrics

Table 8 shows the detailed event coreference results,
which are expressed in terms of recall (R), precision
(P) and F-score (F) that are obtained via different
evaluation metrics (i.e., MUC, B3, CEAF,, and
BLANC). In addition, we express trigger detection
performance in terms of R, P, and F. As can be seen,
the Joint Knowledge-Rich SpanBERT-large model
outperforms other model variants w.r.t. all metrics
for KBP and all metrics except CEAF, for ACE.
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