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Abstract

We introduce iFACETSUM,1 a web appli-
cation for exploring topical document sets.
iFACETSUM integrates interactive summariza-
tion together with faceted search, by provid-
ing a novel faceted navigation scheme that
yields abstractive summaries for the user’s se-
lections. This approach offers both a compre-
hensive overview as well as concise details
regarding subtopics of choice. Fine-grained
facets are automatically produced based on
cross-document coreference pipelines, render-
ing generic concepts, entities and statements
surfacing in the source texts. We analyze the
effectiveness of our application through small-
scale user studies, which suggest the useful-
ness of our approach.

1 Introduction

An information consumer aspiring to explore a new
topic will often be faced with an extensive col-
lection of texts from which to acquire knowledge.
Confronted with these texts, the reader would have
difficulty determining where to start reading and
obtaining details about specific aspects of the topic.
Addressing this we present iFACETSUM, illustrated
in Figure 1, an interactive faceted summarization
approach and system for navigating within a large
input document-set on a topic. The system initially
provides a full high-level overview of the topic at a
glance in the form of facets. A user can then dive
further into subtopics of interest and obtain con-
cise facet-based summaries, capturing the valuable
information of a subtopic.

The challenge of knowledge navigation has been
addressed with various solutions, mainly under the
umbrella of exploratory search (Marchionini, 2006)
tasks. For example, in Complex Interactive Ques-
tion Answering (ciQA) (Kelly and Lin, 2007) and

∗ Equal contribution.
1Demo at https://biu-nlp.github.io/iFAC

ETSUM/WebApp/client/, and code at https://gith
ub.com/BIU-NLP/iFACETSUM.

Conversational QA (Reddy et al., 2019), a user
interacts with a QA system in order to meet an in-
formation need on the source text(s). Interactive
information retrieval (Ingwersen, 1992) and con-
versational search (Radlinski and Craswell, 2017)
refine document retrieval through different means
of textual interaction. Both tasks do not offer a
preliminary outline of the source documents, and
hence expect a user to formulate queries or ques-
tions without system guidance. Furthermore, short
answers, such as those output in conversational QA,
may be insufficient, while lists of relevant textual
results, such as in conversational search, may be
overwhelming and provoke an inefficient naviga-
tion process.

As a midpoint solution, interactive summariza-
tion provides an initial summary as an overview of
the topic, and the ability to inquire, via suggested
or free-text queries, for more information in the
form of summary expansions (e.g. Shapira et al.,
2021; Avinesh et al., 2018). Here still, the initial
summary, along with the suggested queries, do not
produce the full high-level picture, and therefore
hints only partially at the possible subtopics that
the user might want to explore.

iFACETSUM builds upon the interactive sum-
marization scheme, extending it via the effective
faceted search approach (Hearst, 2006a) (§2.1),
coupled with facet-based abstractive summariza-
tion (§3.2). The presented facet values provide a
comprehensive overview of the input topic, while
the abstractive summaries deliver concise fine-
grained information on selected facet values (see
Figure 1). Furthermore, since facets are hierarchi-
cally updated in accordance to facet-value selec-
tions, navigating deeper into subtopics becomes
seamless. In terms of backend implementation,
facets are automatically derived over the input
document set in a novel manner, based on cross-
document coreference resolution (Cattan et al.,
2021) and proposition alignment (Ernst et al.,

https://biu-nlp.github.io/iFACETSUM/WebApp/client/
https://biu-nlp.github.io/iFACETSUM/WebApp/client/
https://github.com/BIU-NLP/iFACETSUM
https://github.com/BIU-NLP/iFACETSUM


284

Figure 1: Our iFACETSUM web application over a set of 25 documents about “Native American Challenges”. The
user gets an overview of the topic as Concepts [1], Entities [2] and Statements [3] facets. The facets are updated
in response to the user’s choice of the facet-value “treaties” [5]. An abstractive summary is generated for the
set of sentences corresponding to the “treaties” semantic cluster [4]. The mentions of a facet-value appear when
hovering over its frequency [6]. Clicking "Show all" opens a pop-up with more facet-values. The Entities pop-up
is categorized into further facets of Person, Location, Organization and Miscellaneous [7].

2020), yielding clusters of facet-value mentions
(§3). Accordingly, summaries are generated based
on the sentences that contain mentions of all se-
lected facet-values.

We conduct usability studies on our system, and
demonstrate its utility for easy navigation in topical
document sets, while enabling deep diving into
desired knowledge without losing the context of
the exploration process.

We next describe iFACETSUM’s interface in §2
and its backend implementation in §3. This is fol-
lowed by the description and results of our usability
investigations in §4, an overview of related work
in §5, and finally conclusions and suggestions for
future work in §6.

2 iFACETSUM Interface

iFACETSUM is a web application for exploring a
document-set on a topic, shown in Figure 1. It
generally consists of the faceted navigation com-
ponent (top of figure, described in §2.1) , and the
facet-based summary component (bottom of figure,
§2.2). The former rests upon a faceted-navigation
panel that provides orientation on the source topic,
while the latter supplies the user with key informa-
tion about selected facet-values. This flow facili-
tates guided exploration, over the full scope of the
topical information and within subtopics of inter-
est.

2.1 Faceted Navigation

Faceted search is a technique used to provide more
effective information-seeking support (Tunkelang,
2009), by allowing users to narrow down results
based on rich attributes. A facet describes an at-
tribute type, and facet-terms or facet-values rep-
resent attribute values. iFACETSUM’s facets are
formed using techniques that identify recurring
mentions of sub-sentential units in texts, as ex-
plained further in §3.1.

The faceted navigation component is laid-out to
the user in the form of three general facets (Figure
1, [1], [2] and [3]): (1) Generic Concepts facet,
e.g., “poverty” and “treaties”. (2) Entities facet,
containing values such as e.g., “Clinton” as a per-
son or “Nebraska” as a location. (3) Statements
facet, which lists specific statements mentioned
several times, such as “Nebraska does not allow
casino gambling”.

In our data scheme, each facet-value encapsu-
lates a cluster of mentions that semantically refer
to a common concept, entity or statement, and, as
such, may be lexically diverse (e.g., the “case” con-
cept associates with mentions of “lawsuit”, “fight”,
“battle”, “debate”). A facet-value sentence-set is
defined as the set of sentences pertaining to all of
a facet-value’s mentions. The facet-value label is
the facet-value name presented to the user, and is
chosen to be the most frequent lexical type in the
mention cluster corresponding to that facet-value.
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The values under each facet are ordered by their
frequencies (number of mentions) in the source
document set, as an indication for level of salience.
A facet-value is shown with its corresponding fre-
quency, and its various mention forms are revealed
by hovering over the frequency meter (e.g., de-
picted in [6], the cluster “treaties” includes men-
tions of “agreements”, “deals”, etc.). Only a few
of the top facet-values are shown under each facet,
while clicking Show all expands the facet in full,
in a pop-up. The pop-up for the Entities facet
partitions the facet-values to particular sub-facets:
Person, Location, Organization and Miscellaneous
([7]).

By clicking a facet-value, the system generates
a summary of its sentence-set. Additionally, the
facets update to include only values appearing in
that sentence-set. The updated facet view thus
gives an overview which is fine-grained for the
selected subtopic, while iteratively selecting addi-
tional facet-values supports diving deeper into it.
When additional facets are gradually selected, a
summary is generated over the intersection of the
sentence-sets of all selected facets. Any of the se-
lected facet-values can be canceled out, whereby
the system updates accordingly.

2.2 Facet-based Summarization

Upon a change in selection of facet-values, the sys-
tem provides the user with targeted information via
an abstractive summary of the selections’ sentence-
set ([4]). As more facet-values are selected, the gen-
erated summary is based on the intersection of the
sentence sets of all selected facets, becoming more
specific. The user can further view the complete set
of source sentences used to generate the summary,
and those sentences’ full documents (Figures 3 and
4 in Appendix). Additionally, clicking “History”
shows all previously generated summaries (Figure
5 in Appendix).

3 Backend Algorithms

As portrayed in §2, iFACETSUM supports two cen-
tral features: presenting a faceted navigation panel
and generating a summary around selected facet-
values. We next describe how facet-values are gen-
erated using CD coreference resolution (§3.1), and
how we apply abstractive summarization, based on
a facet-value selection (§3.2). Figure 2 illustrates
the entire process.

3.1 Coreference-based Facet Formation

As described in §2.1, there are three main facets.
Concepts and Entities are extracted using cross-
document (CD) coreference resolution pipelines,
while Statements via a proposition alignment
pipeline, described next.2

Concepts. We found that identifying and group-
ing together significant co-occurring events within
the source document collection helps to expose and
emphasize the notable concepts in the topic. To that
end, we employ CD event coreference resolution
which detects these concepts.

CD coreference resolution (Lee et al., 2012) clus-
ters text mentions that refer to the same event or
entity across multiple documents. Presently, the
Cross-Document Language Model (CDLM) (Caci-
ularu et al., 2021) is the state-of-the-art for CD
coreference resolution. This model is pretrained
on multiple related documents via cross-document
masking, encouraging the model to learn cross-
document and long-range relationships. Specifi-
cally, we employ the CDLM version fine-tuned
for coreference on the ECB+ corpus (Cybulska
and Vossen, 2014). This model does not include a
mention detection component, but rather expects
relevant mentions to be marked within the input
texts. We therefore leverage the mention detection
ability of the model by Cattan et al. (2021).

Once we have obtained the coreference clusters
from CDLM, events whose mentions are predom-
inantly verbs are filtered out,3 since those usu-
ally present specific actions that tend to be less
informative compared to nominal types that refer
to more generic events (e.g., “said”, “found” “in-
crease” compared to “unemployment”, “poverty”,
“crash”).

CD event coreference resolution separates spe-
cific event instances, hence differentiating between
clusters of similar event types with different argu-
ments (e.g., “unemployment” in Navajo vs. “unem-
ployment” in Cayuga). Since generic event types,
like “unemployment”, are more suitable as facet-
values, clusters with the same label (most frequent
mention) are merged. Each such merged clusters
then constitutes a single facet-value, to be presented
to the user as described in §2.1.4

2Facet extraction runs in a pre-processing step, since it is
not fast enough for real-time latency (see Appendix A.2).

3 Using spaCy (Honnibal et al., 2020).
4We observed that the CD event coreference model has a

tendency to wrongly collapse events of the same type, effec-
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Figure 2: The iFACETSUM architecture. CD = cross-document, WD = within-document.

Entities. The Entities facet-values help the user
focus on entities such as people (e.g., "Clinton"),
locations (e.g., "New York"), organizations (e.g.,
"FBI") and others (e.g., "the casino"). We created
a separate pipeline for CD entity coreference res-
olution, since we observed subpar performance
when applying the above CD coreference pipeline
for entity coreference.5

Unlike event coreference, mostly studied in the
CD setting, entity coreference has recently seen
impressive progress in the within-document (WD)
setting (Wu et al., 2020; Joshi et al., 2020). Hence,
we leverage WD entity coreference in our entity
recognition pipeline, which comprises three main
steps. (1) We use SpanBERT6 (Joshi et al., 2020),
a state-of-the-art transformer-based LM for WD
entity coreference resolution, to detect and cluster
coreferring entity mentions within each separate
document. (2) The entity mentions detected in
the first step are marked as input for a CD entity
coreference reolution model. To overcome ECB+
entity scarcity referred earlier, we use an alterna-
tive model that is trained on the WEC-Eng dataset
(Eirew et al., 2021).7 (3) Finally, we apply ag-
glomerative clustering to combine the coreference
clusters from steps 1 and 2 (WD and CD), and pro-
duce the overall entity coreference clusters (details
in Appendix A.2).

Once all entity coreference clusters are extracted,
we bin them into more specific categories (“Per-
son”, “Location” and “Organization”), as portrayed
in §2.1, by invoking a Named Entity Recognition
(NER) model.3 A facet-value cluster is tagged with
the majority NER label of the mentions in the clus-
ter, among Person, Organization and Location. If

tively aiding our concept formation.
5This is in line with previous work (Cattan et al., 2021)

which points out that the ECB+ dataset only considers entities
that are arguments of event mentions, which is non-exhaustive.

6Using AllenNLP (Gardner et al., 2018).
7Fine-tuning CDLM on WEC-Eng is computationally in-

feasible, and therefore we use the model by Eirew et al. (2021).

no NER label is assigned to a cluster, it is tagged as
“Miscellaneous” (more details in Appendix A.2).

Statements. Key statements benefit a user by pre-
senting information about specific facts. To gener-
ate these statements, we group together coreferring
propositions (rather than words) that describe the
same fact within the source documents, as seen in
§2.1.

Following Ernst et al. (2020), our pipeline con-
sists of three steps. (1) Proposition candidates are
extracted with OpenIE (Stanovsky et al., 2018). (2)
Pairs of propositions expressing the same statement
are matched using the SuperPAL model (Ernst
et al., 2020), considering proposition pairs whose
alignment score is above 0.5 as matched. (3) A
propositions graph is created by connecting pairs
of nodes that represent similar propositions, and
proposition clusters are matched for the connected
components in the graph (more details in Appendix
A.2).

3.2 Abstractive Facet Summarization
In the standard summarization setting, a system
receives a single or multiple documents as input,
as well as a query in the query-focused task. In our
case, the input is a set of sentences that have one or
more selected facet-values in common, effectively
providing a multi-facet summary. Given the set of
sentences that correspond to the facet-value selec-
tion(s), these sentences are concatenated, ordered
by their position in their source document (more
details in Appendix A.2). This text is then given
as input to BART (Lewis et al., 2020), a denois-
ing sequence-to-sequence model fine-tuned on the
single-document abstractive summarization task.8

iFACETSUM presents abstractive rather than ex-
tractive summaries due to their enhanced readabil-
ity, particularly when summarizing a set of related
sentences. This choice follows prior work, which

8We use the huggingface model from https://hugg
ingface.co/facebook/bart-large-cnn.

https://huggingface.co/facebook/bart-large-cnn
https://huggingface.co/facebook/bart-large-cnn
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showed that fusing sentences with shared points of
coreference potentially facilitates coherence of ab-
stractive summaries (Lebanoff et al., 2020). Indeed,
in an internal manual assessment of 30 random indi-
vidual summaries produced by iFACETSUM, with
5 readability measures (Dang, 2006), testers found
overall that the summaries are highly readable. To
verify that factuality is not compromised, an addi-
tional inspection found that these summaries were
also factually consistent to the input text, with 28
out of 30 sampled sentences marked as consistent.
See Appendix B.3 for scores and more details on
these assessments.

4 System Experiments

iFACETSUM aims to provide an effective means
of information seeking in scenarios that require
learning or investigating a new topic (Marchionini,
2006). To that end, we tested this goal through two
small-scale experiments with human subjects, as a
preliminary examination of the system. In the first
experiment, we conducted a pilot usability study to
inspect whether users felt they were able to satisfac-
torily complete an information seeking task using
our system. In the second, we examined whether
iFACETSUM is preferred over a standard document-
search system to complete the exploration task.

4.1 Usability Study

Setup. The purpose of this experiment was to
get general feedback, from human subjects, on the
usability of the system, following established us-
ability study methodologies (Nielsen, 1994). To
simulate a realistic use case of topic exploration,
we instructed participants to use the system in order
to prepare a draft review, given an informational
goal, that a reporter could then use to write a report
on the topic. We prepared guiding story-lines (Ap-
pendix B, Table 1), as informational goals, for two
topics from the DUC 2006 MDS dataset (NIST,
2005). To analyze iFACETSUM in different ex-
ploratory situations, one topic is broad with higher
information variability across the articles (“Native
American Challenges”), while the other is more
focused on a specific event (“EgyptAir Crash”).

In this pilot usability study, six participants9 ex-
plored both topics in random order. During system
usage we observed the users’ activity, via a “think

9The discount usability testing principle contends that six
evaluators are sufficient for prototype evaluation (Nielsen,
1993).

aloud” technique (Van Someren et al., 1994), to
obtain user remarks. After exploring a topic, a
user rated, from 1 to 5, the usefulness of different
aspects of each component in the interface. Af-
ter both topics, a System Usability Scale (SUS)
questionnaire (Brooke, 1995) was filled, to assess
global usability of the system (overall score from 0
to 100). Further details are available in Appendix
B.1.

Results. The average SUS score over the 6 partic-
ipants is 82.9, where 80.3 is considered “excellent”
(UIUX-Trend, 2021). From the average component
ratings over the 12 sessions, users expressed their
satisfaction with the facet view’s and summaries’
quality for the use of the tasks. The overall facets
quality received a score of 4.3 (SD=0.7), sum-
mary coherence 4.7 (SD=0.5), summary informa-
tiveness 4.2 (SD=1.1), summary non-redundancy
3.8 (SD=1.0), and summary length 4.3 (SD=0.9).
General feedback and issues raised by participants
are available in Appendix B.1. Overall, partici-
pants were pleased with their experience and some
voiced their desire to use the tool right away for
current event issues, like COVID-19 vaccination.

As expected, users noticed a difference between
the two topics, and mentioned that they preferred
the Concepts facet for “Native American Chal-
lenges”, while preferring the Entities facet for
“EgyptAir Crash”. Users found the Statements
facet-values rather lengthy and less useful, and
at times considered it a substitute for summariz-
ing the topic. Future improvements of the system
may include considering alternative uses of the
aligned statements, like linking specific fact men-
tions across documents.

4.2 Comparative Analysis

To further investigate whether iFACETSUM is an
effective tool for exploring a new topic, we con-
ducted a small-scale comparison with a search tool,
which roughly simulates common means for learn-
ing about a new topic. We asked four new ex-
perimentees to carry out the exploration task de-
scribed in §4.1, once with our system on one topic,
and once with the search tool on the other topic
(in different orders). The search tool used was
DocFetcher,10 an open source desktop search ap-
plication, which indexes the given files, enables
searching documents with queries, and highlights

10http://docfetcher.sourceforge.net

http://docfetcher.sourceforge.net
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query terms within retrieved documents. The partic-
ipants finished their assignment with iFACETSUM

slightly faster than with the search tool. More im-
portantly, they conveyed their satisfaction of using
iFACETSUM as a tool for navigating through mul-
tiple texts, and learning about a new topic. The
participants filled a questionnaire, rating each ques-
tion on a scale of 1 (DocFetcher is preferred) to 7
(iFACETSUM is preferred). The questions included:
(1) Which system was easier to use in order to
get the desired result? (Avg=5.5, SD=1.73); (2)
With which system was it easier for you to get
an overview of the topic? (Avg=5, SD=2.3); (3)
With which system was it easier for you to get
detailed information about a subtopic of interest?
(Avg=5.25, SD=0.9); (4) If you had to learn about
or explore a new topic, which system would you
choose? (Avg=5.25, SD=0.95). Overall, partici-
pants favored iFACETSUM in all questions, prefer-
ring it for future use (details in Appendix B.2).

5 Related Work

Attaining information of interest from large doc-
ument sets has been approached with different
techniques. A vast amount of research has been
conducted on multi-document summarization, as a
method for presenting the central aspects of a target
set of texts (e.g. Barzilay et al., 1999; Haghighi and
Vanderwende, 2009; Bing et al., 2015; Yasunaga
et al., 2017), where query-focused summarization
(Dang, 2005) biases the output summary around
a given query (e.g. Daumé III and Marcu, 2006;
Baumel et al., 2018; Xu and Lapata, 2020).

Recognizing the need for dynamically acquiring
a broader or deeper scope of the source texts, ex-
ploratory search (Marchionini, 2006; White and
Roth, 2009) was coined as an umbrella term for al-
lowing more dynamic interactive exploration of in-
formation. Adapting the summarization paradigm
to the exploratory setting, interactive summariza-
tion enables a user to refine or expand on a sum-
mary via different modes of interaction. For exam-
ple, Shapira et al. (2021), Avinesh et al. (2018) and
Baumel et al. (2014) provide a limited (or no) initial
summary on the document set, and support iterative
interaction, via queries or preference highlights, to
update the summary. However, the succinct initial
summary, possibly accompanied by few suggested
queries, do not display the full scope of the source
texts, which limits the user’s perception of the many
available sub-topics to learn more about.

On the other hand, other exploratory search ap-
proaches do provide a more elaborate overview of
the source data through sophisticated dashboards
or facets of extracted information or metadata (e.g.
O’Connor et al., 2010; Koren et al., 2008; Hope
et al., 2020). Indeed, faceted navigation (Hearst,
2006a; Tunkelang, 2009) is an effective instru-
ment for navigating within a large data source
(Hearst et al., 2002; Ruotsalo et al., 2020). While
most faceted search systems generate facets from
semi- or fully-structured data, as prominently en-
countered in e-commerce websites and in research
(Hearst, 2006b; Ben-Yitzhak et al., 2008), some
works generate facet hierarchies from unstructured
open-domain texts. For example, from product re-
views, Ly et al. (2011) extract product aspects and
present several summaries, each focused on a sin-
gle aspect as a “facet", in a form of single-level
faceted search. Hope et al. (2020) devise facet-
values from scientific articles by eliciting unstruc-
tured textual information (topics, entities) from the
articles and their structured metadata (e.g article
authors). Although these search tools offer a more
comprehensive overview of the source data, they ei-
ther present raw-text search results or do not allow
thorough navigation.

iFACETSUM fully integrates dynamic multi-
level faceted navigation into interactive multi-
document summarization. The facets serve as an
efficient means of grasping the topic, and render
an intuitive medium for navigating through the in-
formation. The abstractive summaries generated at
real-time expose concise details for any combina-
tion of sub-topics of choice. Furthermore, we inno-
vatively employ coreference resolution and propo-
sition alignment to generate fine-grained open-
domain facets.

6 Conclusion and Future Work

In this paper, we presented iFACETSUM, a novel
text exploration approach and tool over large doc-
ument sets, which incorporates faceted search
into interactive summarization. Its faceted navi-
gation design provides a user with an overview of
the topic and the ability to gradually investigate
subtopics of interest, communicating concise infor-
mation via multi-facet abstractive summarization.
Fine-grained facet-values are generated from the
source texts based on cross-document coreference
pipelines. Small-scale user studies suggest the util-
ity of our approach for exploring a new topic from
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multiple documents.
Future work may speed up the coreference-based

facet extraction pipeline, allowing for real-time pro-
cessing of ad-hoc document sets, and may inves-
tigate further methods for facet generation. Addi-
tional search techniques might be integrated into
the exploration scheme, including free text search-
ing as raised in the user study. It would also be
appealing to try adapting the system to domains
other than news, such as the medical or scientific
domains, for which exploration tools would be
very useful. Such adaptations would depend on
the portability of the underlying technologies of
cross-document coreference resolution and propo-
sition alignment. Finally, future work may explore
additional ways of leveraging the power of recent
proposition alignment methods.

7 Ethical Considerations

Usability Study. We conducted the usability
study (§4.1) over Zoom sessions (https://zo
om.us/), and carried out the “think aloud” tech-
nique through screen sharing and a with an open
camera. Participants volunteered to take part in the
study, and took about 45 minutes of each of their
time. An informed consent form was signed by the
participant before each study.

The comparative study included four NLP doc-
toral students from our lab who volunteered for the
experiment. The summary readability and factual
consistency assessments were done by two authors
of this paper.

Computation. We ran the three pre-processing
pipelines mentioned in §3.1 on 2 to 4 GPUs, where
each pipeline ran from a few minutes to 10 hours
per topic (25 news articles). Six such topics were
prepared for the demo applications. (more details
in Appendix A.2).

The summarization model runs in real-time (per
user interaction) over a CPU in less than 3 seconds
per summary. Summaries are cached to refrain
from recomputing summaries for repeated queries.

Dataset. The DUC 2006 data was acquired ac-
cording to the required NIST guidelines (duc.ni
st.gov).

Multilingualism. All models used within the
components of iFACETSUM were trained on En-
glish data, thus making the system compatible for
English only. Supporting other languages requires

replacing the contained models to ones compliant
to the desired languages.
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A Implementation Details

A.1 Interface

The frontend uses the reactjs library (https://
reactjs.org/) and the bootstrap library (ht
tps://getbootstrap.com/).

A.2 Backend

The backend service is written in python, using the
tornado web server library (https://www.to
rnadoweb.org). The summarization model was
downloaded from huggingface (https://hugg
ingface.co/facebook/bart-large-c
nn). The service is deployed on a Linux server
with CPU only.

All coreference and proposition alignment mod-
els described in §3.1 are previously trained models.
Links to these trained models are available in the
project’s GitHub.

For creating the CD coreference clusters for
events with the fine-tuned CDLM model, we used
two 32GB V100-SMX2 GPUs, for about 6 hours
per topic. For creating the CD coreference clus-
ters for entities, we used one 12GB TITAN Xp
GPU, for about 5 minutes per topic. For creating
the proposition alignment clusters we used four
GeForce GTX 1080 Ti GPUs, for about 10 hours
per topic.

CD entity coreference merging step. As de-
scribed in §3.1, our final CD entity coreference
step merges WD and CD predictions. The Span-
BERT WD model outputs clusters of coreferring
mentions, while the CD entity model (Eirew et al.,
2021) outputs a pairwise score for each pair of
mentions. We therefore convert SpanBERT clus-
ters to mention-pair scores, by scoring pairs that
are clustered together as 1, and 0 otherwise. Then,
following common practice (Kenyon-Dean et al.,
2018; Barhom et al., 2019; Meged et al., 2020;
Eirew et al., 2021), we apply agglomerative cluster-
ing over all mention-pairs (both WD and CD) and
produce the final entity coreference clusters. Since
WD coreference quality is superior to that of CD
coreference, the high WD coreferring mention-pair
scores of 1 causes the clustering algorithm to favor
those pairs for overall coreference clusters.

Proposition-level similarity threshold. The
proposition alignment model computes a pairwise
similarity between pairs of propositions, and we
only consider pairs with a score above 0.5 (as a
standard binary classification heuristic). We then
create a similarity graph, where each proposition
is a node, and paired propositions are linked with
an edge. The final clusters are the connected
components in the graph. For example, if for
propositions P1, P2 and P3, there exist pairs
(P1, P2) and (P1, P3), then P1, P2 and P3 will be
clustered together.

Facet-value label. As mentioned in §3.1, each
facet-value is linked to a coreference cluster (a set
of mentions) and has a label which is displayed
to the user. For concepts and entities, this label is
the text of the cluster’s most frequent mention. For
statements, there is no repetition of mention texts
in the cluster. There, we use the text of the longest
mention, under the assumption that it has more
context for the user to understand the statement.

Entities sub-facet categorization. After com-
puting the Entities facet-values with entity coref-
erence resolution, we categorize each facet-value
to a specific entity type. For this, we first calcu-
lated the named entity class, with NER, for each
mention in the facet-value cluster. All tokens of a
mention were to be classified with the same NER
class in order for the mention to be considered clas-
sified. Then, the class repeating the most times in
a cluster was chosen as the class of the cluster. If
all mentions of a cluster were not classified, we
categorized the facet-value as Miscellaneous.

We mapped spaCy’s NER classes to names
that we found are more friendly to non NLP-
practitioners (e.g., “GPE” is named “Location”).

Facet-value filters. After generating the poten-
tial facet-values (coreference clusters), we filter
out:

• Clusters with more than 50 mentions, under
the assumption that they are too noisy for the
user.

• Singleton clusters, i.e. a cluster with one men-
tion or one linked sentence (coreferring in
the same sentence), under the assumption that
they are uninformative.

• Clusters whose label is 2 characters or less
(e.g., "’s", "AP").
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• Clusters whose label has a verb part-of-speech
tag.

Summarization model input. As described in
§3.2, BART is used to summarize the set of in-
put sentences relevant to the facet-value selections.
Since BART has an input-length limit of 1024 to-
kens, ordering the sentences based on their sen-
tence index raises the likelihood that summaries
will be based on sentences from multiple docu-
ments. The documents were ordered by their al-
phanumeric file system order based on their docu-
ment ID.

A.3 Data

DUC 2006 MDS dataset is used for demonstrating
the application, specifically with 6 topics: D0601,
D0602, D0606, D0608, D0617, D0629.

B Experiment Details

We carried out a usability study and a system com-
parison experiment (§4), as well as a summary
quality evaluation (§3.2).

B.1 Usability Study

For the usability study, six participants were gath-
ered based on prior acquaintance. Each user had
a 45 minutes Zoom session with an experienced
experiment overseer. The participants first filled
an experiment participation consent form. Before
starting the actual experiment, the users were pre-
sented with another topic for experimenting with
the system, followed by instructions of the experi-
ment overseer, to reduce the learning curve of using
the system for the first time.

Table 1 shows the two tasks that each user re-
ceived. Participants conducted the experiments on
the two topics in different orders.

SUS questionnaire. The SUS questionnaire
(Brooke, 1995) was filled once by each user after
both topics, with the following 10 questions:

1. I think that I would like to use this system
frequently.

2. I found the system unnecessarily complex.

3. I thought the system was easy to use.

4. I think that I would need the support of a tech-
nical person to be able to use this system.

5. I found the various functions in this system
were well integrated.

Topic Task
Native American
Challenges
(D0601)

As a junior reporter, you
were assigned a task to
read 25 documents about
Native American Challenge
and hand out a draft to a re-
porter who will write the ac-
tual report.
For your draft, describe two
/ three challenges that Na-
tive American communities
face. For each challenge,
explain any possible causes,
difficulties that arise, and
things being done for or
against.

EgyptAir Crash
(D0617)

As a junior reporter, you
were assigned a task to read
25 documents about the
EgyptAir Crash and hand
out a draft to a reporter who
will write the actual report.
Describe the crash and two
theories around it. For each
theory, describe who stands
behind it, who opposes it
and what are the claims sup-
porting it.

Table 1: The tasks that each user received in both us-
ability study and comparison study. The tasks order
was shuffled among the users.

6. I thought there was too much inconsistency in
this system.

7. I would imagine that most people would learn
to use this system very quickly.

8. I found the system very cumbersome to use.
9. I felt very confident using the system.

10. I needed to learn a lot of things before I could
get going with this system.

To calculate the SUS score, the following proce-
dure is taken (Brooke, 1995): First sum the score
contributions from each item. Each item’s score
contribution will range from 0 to 4. For items
1,3,5,7,and 9 the score contribution is the scale
position minus 1. For items 2,4,6,8 and 10, the
contribution is 5 minus the scale position. Multiply
the sum of the scores by 2.5 to obtain the overall
value of SU. SUS scores have a range of 0 to 100.

The final scores of the six participants are:
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User 1 2 3 4 5 6
Score 82.5 85 50 97.5 100 82.5

Usefulness questionnaire. After exploring each
topic, the participants filled a questionnaire as fol-
lows:

• For the requirements of the given task, how
useful was the Facets component between 1
(not useful at all) and 5 (very useful)?

• Overall, the summaries output by the system
were: between 1 (I disagree) and 5 (I agree)

– Coherent
– Informative
– Non-Redundant
– Length was about right

The average and (StD) results on the 12 sessions (2
topic for 6 participants) are:

System Aspect Score
Facets quality 4.3 (0.7)
Summ. coherence 4.7 (0.5)
Summ. informativeness 4.2 (1.1)
Summ. non-redundancy 3.8 (1.0)
Summ. length is about right 4.3 (0.9)

Comments raised by participants. During the
sessions, the experiment overseer collected com-
ments and ideas for improvements raised by the par-
ticipants. The consensus was that the summaries
were very impressive, especially when realizing
that they summarize many sentences from multi-
ple documents, and that the Concepts and Enti-
ties facets were useful for navigating through the
vast information. For improvement, suggestions in-
cluded to reverse the order of the history list, to add
a reset button of all filters and to move the facet-
value frequency meter closer to the facet-value la-
bel. Some mentioned that the Statements facet was
less useful, since it acts like a summary that is
unnecessary with respect to the navigation process.

B.2 System Comparison Experiment
For the comparative experiment, we gathered 4
graduate students from our NLP lab and gave them
offline assignments which took about 45 minutes.
At the beginning, each student was given a docu-
ment of instructions describing iFACETSUM and
DocFetcher, and were told to take a few minutes to
play with each system on a third topic. Then each

student was given a document with an assignment,
with the same tasks as the usability study (Table 1).
The participants were told to stop the exploration
process once they felt satisfied with their outcome.
There were 4 variants of the assignment document
(one for each student), for all combinations of 2
systems and 2 topics, where a participant does not
repeat the topic on both systems.

Questionnaire. After both topics, the users an-
swered a comparative usability questionnaire, as
mentioned in §4.2.

The average time for completing the assignment
with DocFetcher was 16 minutes and the average
for iFACETSUM was 15 minutes. We found that
drafts written by participants using the two systems
were comparable in informativeness, and impor-
tantly that the participants preferred iFACETSUM

over the standard search approach (from question-
naire results and general comments).

B.3 Summary Quality Assessment

To assess the quality of the summaries output by
our system (using BART fine-tuned on a summa-
rization task), we collected 5 output summaries
from each of the 6 supported topics (30 summaries
overall) by submitting random facet-value selec-
tions (one or more selections per summary). These
selections yielded sentence sets (summarizer in-
puts) of varying sizes (2 to 47 sentences).

The summaries were rated for five standard
summary readability criteria, as defined in (Dang,
2006), on a 1-to-5 Likert scale. Two of the au-
thors rated all summaries, and then reconciliated
on scores with a large (3 or more points) difference,
in which case scores may have been slightly revised.
In addition, we added a sixth aspect - “Factuality”,
which was assessed by binary scoring. For each
of the 30 summaries, a single sampled summary
sentence was scored 0 if any fact in it did not have
evidence in the source text, and 1 otherwise (30
sentences tested). We found that many sentences
were lightly paraphrased or were fusions of two
sub-sentential extractions, yielding high factuality
scores. Results appear in Table 2.

C iFACETSUM Features and Sample
Session

Feature Explanations. Some of the features of
iFACETSUM, presented in §2, are further explained
here:



295

Summary Aspect Score
Grammatically 4.20 (0.94)
Non-redundancy 4.58 (0.77)
Referential clarity 4.10 (1.02)
Focus 3.93 (1.12)
Structure & Coherence 3.55 (1.14)
Factuality 93.3%

Table 2: Average and (StD.) scores of the summary
evaluation ratings over 30 random summaries gener-
ated by the system, with a 1 (worst) to 5 (best) scale.
For Factuality, the score is the percent of factual sen-
tences (out of 30 sentences).

• Clicking “Original sentences” for a summary
opens a pop-up window with the set of sen-
tences used to generate the summary. The sen-
tences are marked with mentions pertaining
to the selected facet-values. They are grouped
by their parent document and then listed in
order of their position in their corresponding
document. (Figure 3)

• Clicking a document title in the sentences pop-
up opens another pop-up window with that
document in full. The sentences from the par-
ent pop-up are marked in red. (Figure 4)

• Clicking “History” opens a pop-up window
with all the facet-value selections and result-
ing summaries from the current exploration
session. (Figure 5)

• If a complete sentence from the summary has
already been seen in a previous one, that sen-
tence is tinted in purple. We found this useful
given the summarization model’s occasional
extractiveness. (Figure 6)

Facet-value examples. We show in Table 3
some examples of facet-values and their mention
clusters.

Sample session. In Table 4 we show the facet
selections and resulting summaries from part of a
session in the usability study.

Figure 3: The original sentences popup, which lists the
sentences used to create the inquired summary.
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Facet Facet-Value Examples
Concepts “treaties” (“agreements”, “deals”, “treaty”, “deal”, “settlements”, ...)

“revenues” (“incomes”, “profit”)
Entities “Makah” (“The Makah tribe”, “The Olympic Peninsula tribe”, ...)

“the plane” (“the jet”, “767”, “EgyptAir Flight 990”)
Statements “Native Americans are leaving reservations and relocating in urbans areas” (“Indians

now living in urban areas”, “migration from the reseravtions continues”, ...)

Table 3: Examples of facet-values.

Query Summary
treaties
(34 sentences)

Tribal leaders hope settlement will bring assets they need to upgrade reservation.
Law requires tribes to reach compact with state in which reservation lies if it
wants to open a casino. California does not allow gambling in the state, which
has not allowed gambling in Nebraska. Florida, Kansas and Alabama have sued
the U.S. Interior Department.

treaties, New York
(5 sentences)

McCurn previously ruled that New York illegally acquired the Cayugas reserva-
tion land in 1795 and 1807. The state purchased it in violation of the 1790 Indian
Trade and Intercourse Act, which required Congressional approval for all Indian
land transactions. It was long-standing New York policy to assume authority
over Indian land deals within its borders.

treaties, Florida
(1 sentence)

In addition, Florida, Kansas and Alabama, trying to block the opening of Indian
casinos within their borders, have sued the U.S. Interior Department with the
aim of overturning new rules that allow the federal government to license tribal
casinos in cases where states are reluctant to negotiate compacts.

Table 4: A snippet of a sample iFACETSUM session. Words in bold are mentions of the selected facet-value(s)
(e.g., "compact" is a mention of "treaties").
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Figure 4: The original document popup, marking the
sentences and mentions relevant to the sentences popup
from which this document was requested. A document
enables the user to get more context on the summary.

Figure 5: The history popup, containing all interactions
from the current session. For each interaction, the facet
selections and corresponding summary are shown.

Figure 6: The sentence is tinted purple, indicating it
was already extracted as part of a previous summary,
relieving the user from reading it again.


