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Abstract

With the rapid growth of online video stream-
ing, recent years have seen increasing con-
cerns about profane language in their content.
Detecting profane language in streaming ser-
vices is challenging due to the long sentences
appeared in a video. While recent research
on handling long sentences has focused on de-
veloping deep learning modeling techniques,
little work has focused on techniques on im-
proving data pipelines. In this work, we de-
velop a data collection pipeline to address long
sequence of texts and integrate this pipeline
with a multi-head self-attention model. With
this pipeline, our experiments show the self-
attention model offers 12.5% relative accuracy
improvement over state-of-the-art distilBERT
model on profane language detection while re-
quiring only 3% of parameters. This research
designs a better system for informing users of
profane language in video streaming services.

1 Introduction

Streaming services such as Netflix and Prime Video
have dramatically changed the media habits of
young people, with six-in-ten primarily watch-
ing television today with streaming services (Pew,
2017). The increased exposure of online content
has raised concerns about profane language ap-
peared in these contents (Chen et al., 2012; Phan
and Tan, 2017; Obadimu et al., 2019). Expo-
sure to profane language can increase aggressive
thoughts, angry feelings, physiological arousal, and
aggressive behavior (Bushman, 2016; Phan and
Tan, 2017) .

Profane language is a type of language that in-
cludes dirty words, swearing, and obscenity con-
tents. Previous research has focused on developing
automated techniques to detect profane language in
user generated contents on social media. For exam-
ple, there have been growing interests in detecting
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hate speech and racism on Twitter (Xiang et al.,
2012; Badjatiya et al., 2017; Lozano et al., 2017).
Some recent works have also studied offensive con-
tents in Youtube (Alcantara et al., 2020). However,
few studies have focused on profane language de-
tection in streaming services that host movies and
TV shows.

Recent works have shown the importance of data
techniques such as pre-processing and augmenta-
tion in improving machine learning models. For ex-
ample, there has been research on applying transfer
learning or semi-supervised learning for learning
word embedding and addressing insufficient data
issues in tasks with limited sample sizes (Howard
and Ruder, 2018; d’Sa et al., 2020). In addition,
using text pre-processing methods such as text nor-
malization, lowercasing, lemmatizing, tokenizing
and multiword grouping can help increase senti-
ment, topic and polarity classification accuracy (Sa-
tapathy et al., 2017; Camacho-Collados and Pile-
hvar, 2017). However, few studies have focused
on improving data techniques to better handle long
sequence of text appeared in streaming videos. Re-
search on addressing data issue have primarily fo-
cused on improving data quantity, rather than qual-
ity. Also, our problem has its novelty in that the
data sets of most previous studies are on written
text, which can have a different distribution from
the spoken-form video captions.

In this work, we study the problem of profane
language with a specific online video streaming
service, Amazon Prime Video (PV), as an example.
Specifically, we develop a data pipeline that can
be integrated sentence level model to automatically
predict the level of profanity in video titles accord-
ing to their caption contents. We collect data from
both the targeted service and public data set, and
augment training data by merging multiple data
sources. Our experiments show that this data col-
lection pipeline that can be used to address long
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sequence of text and help non-hierarchical models
to achieve state-of-the-art performance. Using this
pipeline, we train a multi-head self-attention model
on embedding pre-trained on PV caption dataset,
and show this simple self-attention model (with 2
million parameters) can outperform the pre-trained
distilBERT model (with 66 million parameters) that
is fine-tuned on the same dataset by 9% accuracy.

2 Related Work

Profane language is a type of language that includes
dirty words, swearing, and obscenity contents. Pre-
vious research in this area has primarily focused
on detecting profane language in social media. For
example, a recent work studied the diffusion of pro-
fanity in Sina Weibo, one of the largest Chinese so-
cial media platforms (Song et al., 2020). Research
on abusive and hate speech detection (a close re-
lated research area to profane language detection)
has focused on developing automatic techniques
to identify racists and sexist on Twitter (Badjatiya
et al., 2017; Lozano et al., 2017), Reddit (Chan-
drasekharan et al., 2017; Mohan et al., 2017), and
Youtube (Obadimu et al., 2019). However, few
studies have focused on detecting profane language
in video stream services such as Netflix, Hulu, and
Prime Video.

Research on this area has also shifted from us-
ing traditional machine learning methods to using
deep learning methods. For example, while early
work uses traditional machine learning classifiers,
such as logistic regression, support vector machine,
and tree-based methods (Xiang et al., 2012; Warner
and Hirschberg, 2012), there has been a growing
interest in applying LSTM, CNN, and BERT (Bidi-
rectional Encoder Representations from Transform-
ers) for detecting racism, sexism, hate, or offensive
content (Badjatiya et al., 2017; Founta et al., 2019;
Basile et al., 2019; Mozafari et al., 2019). However,
one of the limits of these deep learning method is
its capacity of working memory. This is because
processing long texts (even for BERT) will quadrat-
ically increasing memory and time consumption
and slicing the text by a sliding window or simpli-
fying transformers, suffer from insufficient long-
range attentions or need customized CUDA kernels
(Ding et al., 2020). Due to this issue, these prior
methods are not directly applicable for detecting
profane language in video stream services since the
video captions are often very long, with an average
length of hundreds of sentences per video.
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3 Data

Our data collection pipeline aims to address two
challenges. First, there is no labeled data for pro-
fane language detection task in streaming service.
To address this challenge, we collect data from a
popular streaming service, design an annotation
guideline, and hire human annotators to label the
levels of profanity in video titles. Then, we aug-
ment training data by collecting additional labeled
contents from a publicly available database. Last,
we perform pre-processing on the collected data to
improve its quality. Second, the title caption is so
long that it is very challenging for a model to learn
from context. To address this challenge, we de-
velop a pipeline for creating sentence-level profan-
ity labels using domain knowledge and title-level
labeling information. We provide details about our
data collection pipeline in the sections below.

3.1 Data Collection and Annotation

Figure 1 below shows the overall steps of our data
collection and pre-processing technique pipeline.
Specifically, we collected 150k titles that occupy
the top streaming volume from Prime Video, a
stream service that hosts movie and television
shows. The titles include popular movies and TV
shows in the most recent decades from global mar-
ketplaces, with duration ranging from 10 minutes
to 3 hours (with 70% as TV). The titles are diverse
and come from 200 genres such as kids cartoon,
drama, romance, and horror. Their caption lengths
range from a few sentences to thousands with aver-
age at about 700 sentences. We randomly sampled
5,260 titles from them for annotation.
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Figure 1: Data Collection and Pre-processing Pipeline

We develop codebook based on standard pol-
icy from movie and TV series rating associations,
including Motion Picture Association of America
(MPAA) and TVPG (TV Parental Guidelines Moni-
toring Board). In the codebook, we define the level
of profanity in video titles based on their captions
used. In total, the codebook includes 92 keywords
and instructs on how the usage of them can lead
to profanity. Some keywords always have mali-



cious meaning while others depend on their con-
texts. Based on the keyword frequency and the
context severity, each title has a label from one
of the following categories: None (all age), Mild
(7+ kids), Moderate (13+ kids), Strong (16+ young
adults), Severe (18+ adults), indicating the severity
of profane language. For example, the singular in-
stance use of disparaging slurs in the captions of
a movie, such as Fag or Faggot in racism context,
is rated as strong; and more than singular use of
disparaging slurs is rated as severe.

A total of 15 human annotators are recruited
to label the video captions. When annotating the
captions of a video, the annotators go through the
context of each keyword and decide whether the
keyword is profane or not. After checking all such
keywords in the entire caption, they make the final
decision on the severity of the video title based on
the counts and severity of the keywords appeared
in the captions of a video. The maximum sever-
ity across all keywords in the captions of a video
is used as the title-level rating. Throughout the
whole annotation process, we randomly audit their
labeling results to ensure the labeling quality.

3.2 Training Data Augmentation

Considering the small sample size collected in the
above process, we add additional training data by
collecting labeled data from the MPAA database
according to the reason code description. We name
the technique as data augmentation in this paper.
For example, a video title may be rated as R due to
strong language based on the reason code in MPAA
database. In particular, we first select all the titles
that is either G rating (suitable for all ages) or have
profane language in the reason code. Then, we
convert the rating from the MPAA standard to our
rating category following a pre-defined mapping
(i.e., G to None, PG to Mild, PG-13 to Moderate,
NR/R/NC-17 to Severe). Note that MPAA does
not have a rating corresponding to Strong (i.e., 16+
young adults) level. We clean the labels by compar-
ing the rating with IMDB user votes when available,
filter out mismatches. In total, we collected 5,010
additional labeled titles and combined them with
the training data collected in Section 3.1.

3.3 Generating Sentence Labels

To generate sentence level labels, we use a key-
word approach to scope relevant sentences in a
video given its title level labels. Specifically, we
use pre-defined keywords that express profanity to
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determine whether a given sentence is relevant to
profanity. In total, there are 92 unique keywords.
Some keywords always have malicious meaning
while others depend on their contexts. For simplic-
ity, we name the first class as unambiguous key-
words and the second as ambiguous keywords. To
identify them, we define the precision of a certain
keyword w; as the positive rate (i.e., the proportion
of titles labeled as above all age) of training titles
that contain w;. We categorize a keyword to be un-
ambiguous as long as its precision exceeds a given
threshold € (e = 0.95 for our case considering the
chances that annotators may miss certain keywords
and mislabel contain titles as all age). We ask do-
main experts to confirm the categorization results.

We then use a build-in sentence tokenizer from
python package NLTK to break captions, which
mainly relies on punctuation. We label the sen-
tences that contain unambiguous keywords as pos-
itive (i.e., profane), and those do not as negative.
This is because unambiguous keywords are pro-
fane in regardless of their context. In addition, we
only cover the candidates from the pre-defined key-
words, as recommended by domain experts.

The generated labels can have noise due to the
unavoidable imperfection of the generation process.
Inspired by knowledge distillation (Hinton et al.,
2015), we train an intermediate classifier to gen-
erate the probability scores on sentences and save
the predicted probability as a soft target to alleviate
label noise. Such a new target contains the knowl-
edge transferred from the intermediate classifier,
and can be more robust than the original binary la-
bel. For example, it can help correct some labelling
noises caused by limited rule coverage. As an ex-
ample, the sentence this guy sucks is more likely
to have a high score even if the previous rules do
not cover it precisely than other similar expressions
such as he sucks and it sucks. In this way, labelling
it with a prediction score can be better than with
zero. In practice, the intermediate classifier we
use is a multi-head attention model, which will be
introduced in Section 4.

3.4 Reduce Labeling Noise

We find that the model trained above still performs
not very well on sentences with certain keywords,
which may be caused by labeling noise. To ad-
dress the issue, we apply the idea of active learning
and manually label sentences picked by model pre-
dictions. First, we pick all the sentences that are



Severity Count  Perc # Sents  # Words
None 4061 559% 306 2634
Mild 971 134% 530 4812
Moderate 801 11.0% 720 5013
Strong 221 3.0% 720 5013
Severe 1216 16.7% 1071 8848

Table 1: Statistics of the training titles: number and per-
centage of titles at each rating, and the average number
of sentences and words per each caption.

Severity Count Perc # Sents  # Words
None 1036 354% 371 3161
Mild 398 13.6% 624 5301
Moderate 897 30.7% 703 5680
Strong 482 16.5% 851 6792
Severe 113 3.9% 1022 8772

Table 2: Statistics of the evaluation titles.

predicted as positive in none titles and those con-
taining keywords from negatively predicted titles
(i.e. all sentences of that title are predicted as neg-
ative). Second, we calculate the frequency n; of
each keywords from this sentence pool, and pick
the top K ambiguous ones. Third, we randomly
pick N sentences for manual labeling (N=2k for
our case). In particular, we sample N -n;/ S°K | n,
for each keyword j in the top K words obtained
above. Finally, we label those /N sentences, repli-
cate them by 7' times to increase the weights (1'=5
in practice), and combine them with the old train-
ing set for retraining. The newly added data helps
correct the model at the boundary region.

3.5 Data Description

Table 1 and 2 present the overall statistics of train-
ing and evaluation data. Among these categories,
None category has the shortest captions on average
because many of the videos are kids cartoons or
mini shows, which are often very short. In addi-
tion, the training and evaluation caption lengths are
close to each other at each rating. However, there
is a shift between the rating distributions of train-
ing and evaluation set. For example, the MPAA
titles have more None labels than PV video dataset.
The underlying reason can be: 1) MPAA may have
less restrictive policy in labeling; and 2) PV video
dataset may contain movies with larger diversity,
and hence not dominated by None titles. The train-
ing set also has less Strong and more Severe titles
because MPAA titles do not have Strong according
to the rate mapping that we use.

4 Experiments

We integrated several models to our data pipeline
and conducted experiments at both title level and
sentence level. For the title level methods, we in-
clude xgboost and logistic regression, and deep
learning methods such as an augmented version
of the hierarchical attention network. We will in-
troduce more details of these methods below. For
the sentence level methods, we apply DistilBERT,
rule based method that is used to create labels, and
a sentence level multi-head attention model with
and without the knowledge distillation soft target
step. The purpose is to check whether the model
learns the context information well, and whether
the soft target helps. For each method, we have
also fitted the model with only the 2.6k titles from
prime video to study the effects of augmented data
from MPAA.

4.1 Title Level Models

TF-IDF with traditional ML First, we use term
frequency-inverse document frequency (TF-IDF,
Leskovec et al. (2014)) to extract features and build
models on them. We calculate the TF-IDF weights
for unigrams and bigrams that have total frequen-
cies greater than 5 and are contained by less than
90% of the titles (i.e., removing stop words). We try
two classifiers logistic regression with Lo penalty
and xgboost (Chen and Guestrin, 2016), with un-
igram features alone (TI1 and TI3 in Table 3 and
Table 4) or with both unigram and bigram features
together (TI2 and TI4 in Table 3 and Table 4). For
the logistic model, a multi-class cross-entropy loss
is used for multi-category rating prediction.
Hierarchical Attention Network In addition, to
capture the contextual information better, we pro-
pose an adjusted Hierarchical Attention Network
(HAN, Yang et al. (2016)) on title level data. To
enable HAN to take sentence level information, we
propose generating 2k synthetic titles accordingly.
Specifically, each title only contains the labelled
sentence at a random position s; and has other sen-
tences as empty strings. Then, we fit the model with
the synthetic titles and the old training set together.
We include the 2k manually labelled sentences in
the training set.

4.2 Sentence Level Models

DistilBERT We apply DistilBERT (Sanh et al.,
2019) to the generated sentences, a distilled ver-
sion of BERT that is 40% lighter but 60% faster and
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can preserve over 95% of BERT’s performances
in downstreaming tasks. We fine tune the pretri-
aned DistillBERT on our sentence level data with
generated labels. We do not apply token stemming
because the model was pretrained on the raw cor-
pus in a self-supervised fashion, using the BERT
base model as a teacher.

Multi-Head Self-Attention Model We modify the
self-attention model (Lin et al., 2017) to predict
sentence-level profanity by introducing multi-head
attention and soft target. The architecture of the
model is presented in Figure 2. The model first
converts each word (w;) of a n-length sentence
into a vector with GloVE (Pennington et al., 2014)
trained on the training captions of the 150k PV
captions. Then the output is fed into a bidirectional
GRU (BiGRU) layer with ReLLU as the activation
function. We find a BiGRU performs slightly better
than a bidirectional LSTM in practice. This layer
aims at capturing the long-term word dependency.
The output of the BiGRU units, denoted as h;, is
then passed into an m-head self-attention layer that
allows attending different keywords of a sentence
in a flexible way. The n-length weights of the j-th
attention head are calculated via

a; = softmax(tanh(a; - H' +b;)),

forj =1,...,m, where H = [hy, ..., hy] and (a5,
b;) are the coefficients. The elements of the vector
(ie. aij, ... , anj) represent how important each
word is to determine the label of the sentence for
the j7-th attention head. The output of the attentions,
S for j = 1,...,m, is calculated by taking the
weighted average as:

n
Sj = Zaij . hi
=1

The m outputs are concatenated with a fully con-
nected with fully connected layer with a sigmoid
activation function built on the top of it. The loss
function is the cross-entropy but with label using
the soft target, denoted as ¢;, as described in the
second to the last step in generating sentence labels.
In this way, the corresponding loss can be written
as L(p, q) = >, gi log p; where p; is the output of
the fully connected layer.

The predictions at sentence level are used to gen-
erate the title level labels. We calculate the frequen-
cies of each keywords within the title by summing
the scores of positive sentences that contain them.
Then we accumulate the counts of keywords at each
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Figure 2: Sentence Level Multi-head Attention Model.

severity level following the standard policy that op-
erators refer to. Such accumulated numbers are
used to map the titles to the level of profanity. For
example, over 10 times usage of non-aggressive
coarse language and less than 2 times usage of
disparaging slurs make the title labeled as strong.

4.3 Experiment Setup

For logistic regression, we choose the regulariza-
tion parameter from {0,1,5,10}. For xgboost,
we tune the learning rate from {0.01,0.05,0.1},
max depth from {3,6,9}, number of estimators
from {100,200,300}. For the multi-head self-
attention model, we initialize the layer weights
with Xavier uniform initializer and the bias with
zeros. As to the hyper-parameter tuning, we use
random search by selecting learning rate from
{0.01,0.001, 0.0001 } with decay rate of 0.9, RNN
hidden size from {64, 128, 256}, attention output
size from {64,128, 256}, attention head number
from {1, 3,5}, and number of attention and dense
layers from {1, 2}.

4.4 Evaluation Metric

We are interested in evaluating performance in
terms of both binary classification (i.e. whether
a video contains any profane language) and multi-
class classification(i.e. levels of profane language
in a video). For both, we use precision and recall
as our primary metrics. In addition, it is important
to control the chance of predicting a contain title as
None because it is more risky to present an adult
level video to kids than vice versa. In this way,
we define a secondary metric in binary case as the
recall at precision at 80%, 90%, and 97% for None
titles, i.e. maximize the coverage of None titles at
a given None precision level.

5 Results

In this section, we present our experiment results
for detecting the presence of profane language and



the level of profane language for video titles.

5.1 Detecting Presence of Profane Language

Table 3 shows the model performance on detect-
ing the presence of profane language in video
title. Overall, models built based on the pro-
posed pipeline of generating sentence labels (GSL)
achieve better performance than those without it.
Also, data augmentation helps in both methods
with and without GSL (i.e., the best without DA
always gets lower accuracy by over 3%). Among
the method with GSL, multi-head attention model
built on internally trained GloVE achieves the best
accuracy and recall at precision of 97% and 80%.
The comparison between intermediate and the final
self-attention shows the marginal effect of the soft
target. As to DistilBERT fine-tuned on PV data, it
achieves the best recall at 90% precision but has
the accuracy lower than the self-attention model
trained on PV data by 3%. We also performed er-
ror analysis and found that DistilBERT prediction
seems to do better at making inferences on seman-
tic meaning, i.e., sentences that even do not contain
keywords may still be predicted as positive if the
expression is rude. However, DistilBERT does not
perform well on ambiguous keywords; for example,
it mis-classifies many negative sentences with suck
as positive.

Compared to models built without generating
sentence labels (w/o GSL), models built with GSL
achieve better accuracy and recall at different pre-
cision threshold. This suggests that generating sen-
tence labels can help improve model prediction on
detecting the presence of profane language in video
title. Within models built without GSL, the HAN
model with data augmentation performs the best at
recall at 97% precision, and the xgboost with both
uni-gram and bi-gram features is the best among
the traditional methods.

5.1.1 Error Analysis

The error analysis on the estimated word-level
weights of HAN shows that title models assign
high weights not only to the keywords related to
profane language but also to those connected to
other content descriptors like violence, such as kill,
police, liar and shoot. The underlying reason can
be that a severe title usually also contains elements
such as violence and sexuality, and hence the exis-
tence of those corresponding words can be highly
correlated. This can dilute the weights that are
supposed to be given to the language keywords.
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Method Model Acc (%) R97 R90 RS8O0
TI1 783 36.1 545 676
TI2 75.5 344 532 656

w/o GSL TI3 85.2 53.1 78.1 96.8
TI4 87.2 588 812 973
HAN 85.5 589 746 89.1
Best w/o DA 82.3 49.5 78.1 921
Rule Based 87.7 76.3 - -
Intermediate  88.2 76.6 82.6 954

w/ GSL DistilBERT 86.2 783 86.4 94.8
Best w/o DA 87.4 769 81.7 884
Self-Attn 90.6 80.1 84.1 979

Table 3: Overall Performance of detecting profane lan-
guage: accuracy (Acc) and recall (Rec) at different pre-
cision thresholds (97%, 90%, and 80%). Among these
methods, w/o GSL refers to the prediction method that
use all captions to predict whether profane language
presents in title-level without generating sentence level
labels; and w/o GSL refers to the method with gener-
ating sentence level labels. TI1-TI4 represent the four
baselines introduced in the experiment section. Best
w/o DA means the best model that only uses 2.6k titles
from targeted streaming services in training.

We also performed qualitative analysis to under-
stand why the self-attention model built with GSL
outperforms all the other models in both accuracy
and recalls at all given precision levels. There can
be two reasons. First, the soft target created by
the intermediate model is more robust than the rule
based target especially for the positives that go be-
yond the rule’s coverage. Second, the manually
labelled sentences picked from active learning re-
sults can help reinforce the weak signal for certain
keywords. In particular, we find the model per-
forms significantly better than others in the top five
frequent words (hel, jerk, suck, piss, ho) picked
by active learning. In addition, it is not surprising
that the intermediate model outperforms the rule
based slightly. The main difference comes from
sentences with ambiguous keywords. The model
can correct certain labelling issues by applying the
average scores calculated by its fitted weights on
these keywords and their neighbors. The best sen-
tence model without data augmentation performs a
bit worse than the rule based, which can be caused
by smaller coverage of certain keywords in training.

In addition, the attention layer localizes the key-
words well by assigning them with larger weights.
In Figure 3, we pick both positive and negative
sentences with certain ambiguous keywords when
one-head attention is used. We print their scores as
well as the attention weights (scaled to 10) on each
word. The model learns the context in the Bi-GRU



Score
0.02
0.99
0.09
0.74
0.01
0.99
0.01
0.99

Keyword
hell
hell
jerk
jerk
suck
suck
piss.
piss.

the  [NREIN -
are you doing .

Jamaican cuisine is .chi:ken. l

circle around this
pump .

The devil from
What  the
A pillar
I can
You get
I think it
I got to
Do not get

of
run

into a
a 0
off

take .
all  right ?

Figure 3: Sentence classification examples: confidence
score and weight coefficients (scale to 10) at the atten-
tion layer at one head. According to the label, sentence
2,4, 6 and 8 contain profane language.

Method  Model Acc (%) Prec (%) Rec (%)
TI1 31.2 42.1 78.8
TI2 35.6 45 79.1

w/o TI3 54.7 75.5 92.5
TI4 53.4 73.2 89.8
HAN 55.8 73.7 92.9
Best w/o DA 38.2 64.4 81.8
Rule Based 76.3 89.8 78.4

w/ GSL  DistilBERT 71.2 86.3 79.4
Best w/o DA 722 87.7 79.8
Self-Attn 80.1 93.6 80.2

Table 4: Overall performance of detecting levels of pro-
fane language: accuracy, precision and recall.

layer by passing the neighboring information to
the keyword location, and thus equip the same key-
word with different output vectors. For example,
our observation shows the output vector h (Fig-
ure 2) for word hell are quite different between The
devil from the hell and What the hell are you doing.
In this way, the fully connected layer learns such
difference made by context and predicts different
scores.

5.2 Detecting the Level of Profane Language

Table 4 shows the overall model performance on
detecting the level of profanity. The self-attention
model achieves the best accuracy and precision,
and it beats the rule based by 3% in accuracy,
mainly due to a higher precision at Mild and Mod-
erate level (the rule misses a certain amount of
those titles due to the lack of coverage). Also, we
find DistilBERT performs a bit worse than the rule
based approach due to its suboptimal performance
on ambiguous keywords. As to the methods with-
out GSL, HAN achieves the best performance and
recall even higher than the self-attention model
built with GSL. This shows that it can be beneficial
to build hierarchical models to predict title-level
profane language from its long video captions when
the proposed pipeline is not available. The reason
why the HAN has a better None recall at the top
severe level is that it tends to be more conservative
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Label \Pred | None Mild Moderate Strong Severe
None 829 116 78 9 4

Mild 14 197 179 8 0
Moderate 3 16 844 32 2
Strong 2 0 40 433 7
Severe 1 0 1 37 74

Table 5: Confusion matrix of multi-category rating pre-
diction.

in predicting a higher rate.

We also find that none of the traditional models
built without GSL performs well. In particular, they
tend to overestimate the proportion of the severe
level and underestimate that of the Moderate and
Strong levels, possibly misled by the distribution
shift between training and evaluation. In addition,
the title level methods trained without data aug-
mentation give significantly worse performance,
indicating sample size is crucial when predicting
the level of profane language in video title.

5.2.1 Error Analysis

The confusion matrix of our model is reported in
Table 5. The main errors come from overrating
some None and Mild titles, as the bold numbers
show. Error analysis finds that some errors at Mild
vs Moderate are caused by the shift of keyword
frequency distribution from training to evaluation.
For example, the words crap and blow are more
often in evaluation set when used as negative words.
In addition, the difference between Mild and Mod-
erate can be quite subtle even to human operators.
A deeper analysis shows a certain amount of errors
on None titles may be caused by possible annota-
tion mistakes, especially on the boundary of Mild
and Moderate. A better way to evaluate the model
performance can be using the distance between
prediction and label to measure the loss (e.g., mis-
classifying Moderate as None should be worse than
as Mild).

6 Conclusion

In this paper, we presented a data collection
pipeline to generate the high quality sentence-level
label for profane language detection in a streaming
service. This pipeline included specific knowledge
distillation and active learning ideas to refine such
labels. We applied data augmentation, collected
training data from both the targeted streaming ser-
vice and public open source, and applied a work-
flow to fill the gap caused by the rating policy in-
consistency. We built a multi-head self-attention



model for sentence level detection and aggregated
the detections to title level for rating prediction.
The experiment showed the proposed model outper-
formed all the baselines including the hierarchical
attention network and DistilBERT, and also beat
the rules that created the labels. In addition, the out-
put attention weights showed success in locating
the right keywords. Future research directions in-
clude the exploration on how the proposed pipeline
will help detect more general profanity defined in
multimodality, such as visual and audio.
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