
Proceedings of EACL: Tutorials, pages 6–9
April 19 - 20, 2021. ©2020 Association for Computational Linguistics

6

Aggregating and Learning from Multiple Annotators
https://sites.google.com/view/alma-tutorial

Silviu Paun
Queen Mary University of London

s.paun@qmul.ac.uk

Edwin Simpson
University of Bristol

edwin.simpson@bristol.ac.uk

Abstract

The success of NLP research is founded on
high-quality annotated datasets, which are usu-
ally obtained from multiple expert annotators
or crowd workers. The standard practice to
training machine learning models is to first ad-
judicate the disagreements and then perform
the training. To this end, there has been a lot of
work on aggregating annotations, particularly
for classification tasks. However, many other
tasks, particularly in NLP, have unique char-
acteristics not considered by standard models
of annotation, e.g., label interdependencies in
sequence labelling tasks, unrestricted labels
for anaphoric annotation, or preference labels
for ranking texts. In recent years, researchers
have picked up on this and are covering the
gap. A first objective of this tutorial is to con-
nect NLP researchers with state-of-the-art ag-
gregation models for a diverse set of canoni-
cal language annotation tasks. There is also a
growing body of recent work arguing that fol-
lowing the convention and training with adju-
dicated labels ignores any uncertainty the la-
bellers had in their classifications, which re-
sults in models with poorer generalisation ca-
pabilities. Therefore, a second objective of this
tutorial is to teach NLP workers how they can
augment their (deep) neural models to learn
from data with multiple interpretations.

1 Description

The disagreement between annotators stems from
ambiguous or subjective annotation tasks as well as
annotator errors. Crowdsourcing with non-expert
annotators is especially prone to annotation errors,
sometimes caused by workers who do not attempt
to provide correct annotations (spammers). The
traditional resolution to this problem is redundant
labeling: collect multiple interpretations from dis-
tinct coders, allowing the resource creators to later
aggregate these labels. To this end, probabilistic

models of annotation have been successfully used
to learn the coders’ behavior and distill the labels
from noise.

The research on models of annotation contains
a large body of work spanning multiple decades
(from the work on latent structure analysis back
in the early 70s), and has been substantially de-
bated over the years at dedicated conferences such
as HCOMP and workshops, e.g., from The Peo-
ple’s Web Meets NLP (Gurevych and Zesch, 2009),
to CrowdML (http://crowdml.cc/), and more
recently AnnoNLP (Paun and Hovy, 2019). The
plethora of models that had been published even
prompted some researchers to ask, challengingly,
whether the problem of aggregating crowd labels
had been solved (Zheng et al., 2017). As antici-
pated, there are still unaddressed issues – in partic-
ular, the bulk of work has focused on classification
tasks, leaving room for innovation in other areas.
The NLP field specifically contains a number of
tasks with unique characteristics not considered
by standard models of annotation. For example,
in sequence labeling tasks such as part of speech
tagging or named entity recognition, nearby labels
have known inter dependencies. In other tasks such
as anaphoric annotation for coreference resolution,
the coders are asked to provide labels that are not
from a fixed set of categories but consist of textual
mentions. Another example is pairwise preference
labelling, where coders are asked to choose the
instance from a pair that most strongly reflects a
quality of interest, such as relevance to a topic
or convincingness of an argument, with the goal
of inferring an overall ranking of text instances.
Researchers have observed these gaps in the liter-
ature and are addressing them. A key objective
of this tutorial is to connect NLP researchers with
state-of-the-art aggregation methods suitable for
canonical NLP tasks, covering classifications (Yan
et al., 2014), sequence labels (Nguyen et al., 2017;
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Simpson and Gurevych, 2019), anaphoric interpre-
tations (Paun et al., 2018b) and pairwise preference
labels (Simpson and Gurevych, 2020).

Resource creators can use aggregation methods
to adjudicate the disagreements inherent in anno-
tated data, but at times, when the resource is to
serve as training data to a machine learning model,
the noise distillation procedure does not have to
be separated and can be integrated into the learn-
ing process. In fact, by following the convention
and training with adjudicated labels we ignore any
of the uncertainty the labellers had in their clas-
sifications. Including the coders’ disagreements
in the learning signal offers the models a richer
source of information compared to adjudicated la-
bels: they include not only the consensus, but may
also indicate ambiguity, and how the humans make
mistakes. This improves the generalisation capabil-
ity of the models and offers them a more graceful
degradation with less ridiculous mistakes (Peter-
son et al., 2019; Guan et al., 2018). Some of these
approaches can also be used for their noise distil-
lation capabilities, as their learning processes also
produce aggregated labels that leverage not only
coder annotation patterns but also the knowledge
of the task accumulated by the model (Cao et al.,
2018; Rodrigues and Pereira, 2018; Albarqouni
et al., 2016; Chu et al., 2020). Often, this means
that fewer redundant labels are required to attain
the desired level of accuracy for the aggregated
labels. Thus, a second objective of the tutorial is to
teach NLP researchers how they can augment their
existing (deep) neural architectures to learn from
data with disagreements.

1.1 Learning outcomes
We aim to guide NLP practitioners through the
emerging body of literature and train them to:

1. Apply aggregation methods and interpret their
output predictions;

2. Identify state-of-the-art aggregation methods
for canonical NLP tasks: classification, se-
quence labelling, anaphoric interpretations,
and pairwise preferences;

3. Augment a (deep) neural network architecture
to learn from data with multiple interpreta-
tions.

1.2 Type of tutorial
Introductory. The content will reference and ex-
plain well-established work but the focus is on

novel, state-of-the-art methods.

2 Outline of Tutorial

Part 1. Motivation and Early Approaches
to Annotation Analysis

1. Introduction to the field. Shortcomings of
early practices.

2. Modeling the annotation process with a prob-
abilistic model. How to encode our assump-
tions about the coders, the difficulty of the
items, and their interactions. Using hierarchi-
cal models to alleviate sparsity.

Part 2. Advanced Models of Annotation

3. Aggregating sequence labels. In such tasks
the labels of nearby items have known inter-
dependencies. We discuss probabilistic ap-
proaches that model these sequential depen-
dencies both between the ground truth labels
and the annotations. We exemplify the utility
of the methods on a NER task.

4. Aggregating anaphoric judgements for coref-
erence resolution. For this task the annotation
scheme does not use a fixed class space. The
judgements here consist of labels assigned to
textual mentions that mark when new entities
are introduced into the discourse, non refering
expressions such as expletives or predicative
NPs, and recent antecedents of previously dis-
cussed entities. We explain how to apply a
probabilistic mention-pair model to aggregate
the labels and build coreference chains.

5. Preference labels: why comparisons can be
more reliable than ratings or classifications.
We show how to reformulate NLP tasks with
ambiguous categories or scores as preference
learning, giving an example applications re-
lated to argument persuasiveness. We intro-
duce probabilistic approaches for aggregating
preference judgements to infer a gold standard
ranking.

6. Aggregation with Variational Autoencoders.
This framework allows us to use neural net-
works to capture complex non linear relation-
ships between the annotations and the ground
truth. By doing so, we avoid having to man-
ually identify and specify these relationships
as in standard probabilistic models.
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Part 3. Learning with Multiple Annotators

7. Learning with human uncertainty. The stan-
dard for training classifiers is to learn from
data where each example has a single label.
In doing so however any uncertainty the la-
bellers had in their classification is ignored.
We discuss here a few approaches to learning
from the label distributions produced by the
coders, which can improve classifier perfor-
mance.

8. Humans are noisy. The success of the ap-
proaches from the previous point relies on the
quality of the target distributions, i.e., whether
the collected annotations offer a good repre-
sentation of the coders’ dissent. That may not
always be the case, e.g., when their number is
too low to get a good proxy for the human un-
certainty, or when noise intervenes and skews
the distributions. For this purpose we discuss
a few training approaches that also capture the
accuracy and alleviate the bias of the coders,
with an emphasis on neural methods.

Part 4. Practical Session

9. Introduce the audience to an implementation
of a probabilistic (Dawid and Skene, 1979)
and a neural (Rodrigues and Pereira, 2018)
model of annotation. The instructors will pro-
vide an example dataset and implementations
of the two models then run through a few
short exercises that will help the audience to
understand and apply the methods to a real
NLP task. The exercises will include compar-
ing majority voting with the model of Dawid
and Skene (1979) and training a downstream
model on adjudicated labels compared to train-
ing directly on crowdsourced labels with (Ro-
drigues and Pereira, 2018). The dataset and
code will be provided freely on the tutorial
website.

2.1 Audience prerequisites
The audience may benefit from basic knowledge of
probability theory, and of neural networks, but all
concepts will be introduced from scratch. For the
exercises, basic programming skills of Python and
familiarity with Keras (in Tensorflow) are useful.
The NLP task examples do not require detailed
knowledge of the tasks themselves and the course
is designed to be accessible for researchers who are
new to the field.

2.2 Recommended reading list
Recommendations for part 1:

1. Passonneau and Carpenter (2014)

2. Paun et al. (2018a)

Recommendations for part 2:

3. Simpson et al. (2019)

4. Yin et al. (2017)

Recommendations for part 3:

5. Peterson et al. (2019)

6. Rodrigues and Pereira (2018)
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