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Abstract

Romanian is one of the understudied lan-
guages in computational linguistics, with few
resources available for the development of nat-
ural language processing tools. In this paper,
we introduce LaRoSeDa, a Large Romanian
Sentiment Data Set', which is composed of
15,000 positive and negative reviews collected
from one of the largest Romanian e-commerce
platforms. We employ two sentiment clas-
sification methods as baselines for our new
data set, one based on low-level features
(character n-grams) and one based on high-
level features (bag-of-word-embeddings gen-
erated by clustering word embeddings with k-
means). As an additional contribution, we re-
place the k-means clustering algorithm with
self-organizing maps (SOMs), obtaining better
results because the generated clusters of word
embeddings are closer to the Zipf’s law distri-
bution, which is known to govern natural lan-
guage. We also demonstrate the generaliza-
tion capacity of using SOMs for the cluster-
ing of word embeddings on another recently-
introduced Romanian data set, for text catego-
rization by topic.

1 Introduction

Perhaps one of the most studied tasks in com-
putational linguistics is sentiment classification,
a.k.a. opinion mining or polarity classification. The
task has been studied across several languages,
the most popular being English (Blitzer et al.,
2007; Dos Santos and Gatti, 2014; Fu et al., 2018;
Giménez-Pérez et al., 2017; Huang et al., 2017;
Ionescu and Butnaru, 2019; Kim, 2014; Maas
et al.,, 2011; Pang and Lee, 2005; Shen et al.,
2018; Socher et al., 2013), Chinese (Peng et al.,
2017; Wan, 2008; Zagibalov and Carroll, 2008;
Zhai et al., 2011; Zhang and He, 2013; Zhang

'https://github.com/ancatache/LaRoSeDa
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et al., 2008), Arabic (Al-Ayyoub et al., 2018; El-
sahar and El-Beltagy, 2015; Dahou et al., 2016;
Nabil et al., 2013, 2015) or Spanish (Brooke et al.,
2009; Molina-Gonzélez et al., 2015; Navas-Loro
and Rodriguez-Doncel, 2019; Vilares et al., 2015;
Zafra et al., 2017). However, studying this task for
under-studied languages, e.g. Romanian, is diffi-
cult without access to large data sets. We hereby in-
troduce LaRoSeDa, a Large Romanian Sentiment
Data Set, which is freely available for download
at https://github.com/ancatache/LLaRoSeDa for non-
commercial use. With a total of 15,000 positive and
negative reviews collected from one of the most
popular Romanian e-commerce websites, to our
knowledge, LaRoSeDa is the largest data set for
Romanian polarity classification.

We experiment with two baseline methods on
our novel data set. The first baseline employs string
kernels, an approach based on low-level features
(character n-grams), that was found to work well
for sentiment analysis across multiple languages,
e.g. English (Giménez-Pérez et al., 2017; Ionescu
and Butnaru, 2018), Chinese (Zhang et al., 2008)
and Arabic (Popescu et al., 2017), requiring no
linguistic resources besides a labeled training set
of samples. The second baseline employs bag-of-
word-embeddings (Ionescu and Butnaru, 2019; Fu
et al., 2018), an approach based on high-level fea-
tures (clusters of word embeddings generated by k-
means), that attains good results in various text clas-
sification tasks (Butnaru and Ionescu, 2017; Cozma
et al., 2018; Fu et al., 2018; Ionescu and Butnaru,
2019), including sentiment analysis. As an addi-
tional contribution, we replace the k-means cluster-
ing algorithm in the second baseline method with
self-organizing maps (SOMs) (Kohonen, 2001), ob-
taining better results because the generated clusters
of word embeddings are closer to the Zipf’s law dis-
tribution (see Figure 2), which is known to govern
natural language (Powers, 1998). To our knowl-
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edge, we are the first to apply SOMs to cluster
word embeddings, showing performance gains for
both word2vec (Mikolov et al., 2013) and Roma-
nian BERT (Dumitrescu et al., 2020) embeddings.
We also demonstrate the generalization capacity
of using SOMs in the bag-of-word-embeddings
on another recently-introduced Romanian data set
(Butnaru and Ionescu, 2019), for the task of text
categorization by topic.
In summary, our contribution is twofold:

e We introduce LaRoSeDa, one of the largest
corpora for Romanian sentiment analysis,
along with a set of strong baselines to be used
as reference in future research.

e To our knowledge, we are the first to employ
SOMs as a technique to cluster word embed-
dings. We provide empirical evidence show-
ing that SOMs produce better results than the
popular k-means.

2 Related Work

To date, a small number of works targeting senti-
ment classification in the Romanian language have
been published. Preceding the sentiment analysis
efforts on Romanian texts, there are a few stud-
ies on subjectivity, that have introduced two cor-
pora built through cross-lingual projections from
English to Romanian (Mihalcea et al., 2007) or
through machine translation (Banea et al., 2008).
An extensive study conducted by Banea et al.
(2011) looks at sentiment and subjectivity from
a computational linguistics perspective, in a multi-
lingual setup in which Romanian is also included.
However, in these initial works, Romanian is stud-
ied only from a subjectivity perspective, which
does not go down to the level of polarity.

On our topic (i.e. sentiment analysis in Roma-
nian), the first study that we have found describes
two word sets tagged with polarity for Romanian
and Russian (Sokolova and Bobicev, 2009). Ginsca
etal. (2011) introduced a sentiment analysis service
intended for multiple languages, that also supports
Romanian. They perform sentiment identification
using a list of manually-built triggers which, to our
knowledge, is not publicly available. Another effort
(Colhon et al., 2016) in creating an opinion lexicon
with polarity annotations introduced a collection of
2,521 Romanian tourist reviews and an extensive
linguistic analysis of the corpus. The data set is
not released for public use. Similarly, we did not
find any public link to RoEmoLex, a lexicon with
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Figure 1: The rating distribution of Romanian product
reviews. Negative reviews are those rated with one or
two stars, while positive reviews are those rated with
four or five stars. Neutral reviews are not included in
our data set. Best viewed in color.

approximately 11,000 Romanian words tagged for
emotion and sentiment (Briciu and Lupea, 2017;
Lupea and Briciu, 2017). The only Romanian data
set annotated for sentiment that we have found
freely available is rather small, with 1,000 movie
reviews manually extracted from several blogs and
sites (Russu et al., 2014). With 15,000 reviews, our
corpus is much larger.

3 Data Set

In order to build LaRoSeDa, we collected product
reviews from one of the largest e-commerce web-
sites in Romania. Along with the textual content
of each review, we collected the associated star
ratings in order to automatically assign labels to
the collected text samples. Following the same
approach used for data sets containing English
reviews (Blitzer et al., 2007; Maas et al., 2011;
Pang and Lee, 2005), we assigned positive labels
to the reviews rated with four or five stars and neg-
ative labels to the reviews rated with one or two
stars. However, the star rating might not always re-
flect the polarity of the text. We thus acknowledge
that the automatic labeling process is not optimal,
i.e. some labels might be noisy. Since automatic la-
beling based on star ratings is a commonly accepted
practice for opinion mining data sets of product re-
views, we leave the analysis of noisy labels and
manual labeling for future work.

We also imitate the data collection approach used
for English review data sets (Blitzer et al., 2007;
Maas et al., 2011; Pang and Lee, 2005), selecting a
balanced set of Romanian reviews. More precisely,
LaRoSeDa is formed of a total of 15,000 reviews
that are perfectly balanced, i.e. half of them (7,500)



Set Positive Negative
#samples | #words | #samples | #words
Training 6,000 | 187,813 6,000 | 244,499
Test 1,500 | 47,661 1,500 | 60,314
Total 7,500 | 235,474 7,500 | 304,813

Table 1: The number of positive and negative samples (#samples) and the corresponding number of words (#words)

contained in the training set and the test set of LaRoSeDa.

are positive reviews and the other half (7,500) are
negative reviews. In Figure 1, we show the distribu-
tion of reviews with respect to the star ratings. We
note that most of the negative reviews (5,561) are
rated with one star. Similarly, most of the positive
reviews (6,238) are rated with five stars. Hence, the
corpus is highly polarized. We divide LaRoSeDa
into a training set containing 80% of the data sam-
ples and a test set containing the remaining 20%.
In Table 1, we present the number of positive and
negative reviews inside each subset, along with the
number of words. Our data set contains a total of
540,287 words, with an average of 36 words per
review. We observe that positive reviews contain
235,474 words (44.6%) and negative reviews con-
tain 304,813 words (56.4%). We note that, in neg-
ative reviews, people are likely to complain about
several points or to explain what is wrong with the
reviewed products. This could provide a natural
explanation for the fact that the negative reviews
contain more words than the positive reviews.

4 Methods

String kernels. A simple language-independent
and linguistic-theory-neutral approach is to in-
terpret text samples as sequences of characters
(strings) and to use character n-grams as features.
The number of character n-grams is usually much
higher than the number of samples, so representing
the text samples as feature vectors may require a lot
of space. String kernels provide an efficient way to
avoid storing and using the feature vectors (primal
form), by representing the data though a kernel ma-
trix (dual form). Each component K;; in a kernel
matrix represents the similarity between data sam-
ples x; and x;. In our experiments, we use the his-
togram intersection string kernel (HISK) (Ionescu
et al., 2014, 2016) as the similarity function. For
two strings x; and x; over a set of characters S,
HISK is defined as follows:

k" (a, zj) = Z min{#(x;, g), #(x;,9)}, (1)

ges”
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where #(, g) is a function that returns the number
of occurrences of n-gram g in x, and n is the length
of n-grams. While being a rather shallow approach,
string kernels attained strong results in some spe-
cific tasks. For instance, string kernels ranked first
in the Arabic Dialect Identification tasks of Var-
Dial 2017 (Ionescu and Butnaru, 2017) and VarDial
2018 (Butnaru and Ionescu, 2018).

Bag-of-word-embeddings. Following the semi-
nal paper of Mikolov et al. (2013) introducing
word2vec, word embeddings became one of the
mainstream approaches in various computational
linguistics tasks (Cheng et al., 2018; Conneau et al.,
2017; Cozma et al., 2018; Fu et al., 2018; Kim,
2014; Kiros et al., 2015; Shen et al., 2018; Torki,
2018; Zhou et al., 2018). In order to build the
bag-of-word-embeddings (BOWE), we first trained
word2vec on the collected Romanian reviews us-
ing the continuous bag-of-words (CBOW) model.
Before training, we transformed all letters to low-
ercase and removed punctuation. In addition to
word2vec, we consider a recently introduced Ro-
manian BERT model (Dumitrescu et al., 2020) as
an alternative way to produce word embeddings,
which is likely to produce much better results,
considering the success of BERT (Devlin et al.,
2019) in English NLP tasks. Instead of averag-
ing the word embeddings to obtain document-level
representations (Shen et al., 2018), we follow a
different and more effective path suggested by
some recent works (Butnaru and Ionescu, 2017;
Cozma et al., 2018; Fu et al., 2018; Ionescu and
Butnaru, 2019). More specifically, we cluster the
word embeddings collected from the entire train-
ing set using k-means. For a document D of n
words, D = (w1, wy, ..., wy), a word embedding
model, be it word2vec or BERT, outputs a matrix
of n X m components (or a set of n m-dimensional
vectors), the m-dimensional vector at index ¢ cor-
responding to word w;. We apply clustering on the
word vectors extracted from all training documents,
thus obtaining a set of k clusters. A document D
is then represented as a bag-of-word-embeddings



(histogram) H = (hy, ha, ...., hy) in which each
component h; retains the number of word embed-
dings from the document D that fall in cluster ¢,
where ¢ € {1, 2, ..., k}. We note that the size of the
bag-of-word-embeddings is equal to the number of
clusters k. In the case of BERT, we emphasize that,
although the embedding vector of a word depends
on the context, it is likely that the embedding vec-
tors corresponding to a specific word will fall in
the same cluster. Hence, BOWE is able to cope
well with this situation.
Replacing k-means with SOMs. Quantitative lin-
guistics studies (Powers, 1998) have pointed out
that, given a corpus of text documents, the fre-
quency of any word is inversely proportional to its
rank in the frequency table, giving rise to a Zipf’s
law distribution of words in natural language. How-
ever, the k-means algorithm tends to ignore the
data density, producing equally-sized clusters. We
therefore propose to replace the k-means algorithm
with an approach that takes into account the den-
sity in the word embedding space, producing a set
of clusters that follow the Zipf’s law. We propose
to perform clustering using self-organizing maps
(SOMs) (Kohonen, 2001), since these models are
known to preserve the topological properties of the
input space. Indeed, Figure 2 shows that SOMs
produce clusters of Romanian word embeddings
closer to the Zipf’s law distribution than k-means.
It is important to emphasize that k-means can
produce clusters of different size, as shown in Fig-
ure 2. Our observation refers only to the fact that
the data density is not particularly modeled by the
k-means optimization process, while SOMs are op-
timized by shifting the neural units following the
density of the data (units tend to migrate where the
space is more dense). Our observation with respect
to k-means is also confirmed by other studies. For
example, Raykov et al. (2016) note that: “even
when all other implicit geometric assumptions of k-
means are satisfied, it will fail to learn a correct, or
even meaningful, clustering when there are signifi-
cant differences in cluster density”. Since natural
language involves such significant differences (due
to the presence of the Zipf’s law), we believe that
k-means is a sub-optimal choice.

S Experiments

Corpora. First and foremost, we perform experi-
ments on LaRoSeDa with the goal of introducing
some benchmark results on our new data set. We
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Figure 2: The distribution of words into clusters gen-
erated by k-means (in red) or by SOMs (in blue), for
LaRoSeDa. The Zipf’s law distribution (in green) is
included for reference. Best viewed in color.

also perform experiments on MOROCO (Butnaru
and Ionescu, 2019), a data set with Moldavian and
Romanian news articles, with the goal of showing
the generalization capacity of using SOMs instead
ok k-means.

Experimental setup. On LaRoSeDa, we present
two sets of results, one based on the established
train-test split and one based on 10-fold cross-
validation. On MOROCO, we choose to present
10-fold cross-validation results for the intra-dialect
multi-class categorization by topic task, on the
18,161 samples written in the Romanian dialect.
Parameter and model choices. For HISK, we
combined character 3-grams, 4-grams and 5-grams.
For BOWE-word2vec and BOWE-BERT, we set
the number of clusters to k& = 500, just as Cozma
et al. (2018). We trained word2vec to produce 300-
dimensional Romanian word embeddings, while
the Romanian BERT outputs 768-dimensional em-
beddings. In the learning stage, we employed
the linear Support Vector Machines (SVM) im-
plementation from Scikit-learn (Pedregosa et al.,
2011), providing as input pre-computed kernels.
For BOWE-word2vec and BOWE-BERT, we opt
for the PQ kernel, based on the findings of But-
naru and lonescu (2017). We set the regularization
parameter of SVM to C' = 10 in all the experi-
ments. We also fuse HISK with BOWE-word2vec
or BOWE-BERT in the dual form by summing up
the corresponding kernel matrices. We employed
an open source implementation of SOMs?. We
used the default choices for most hyperparameters,
the modifications being detailed next. We set the
learning rate to 0.25 and the number of epochs to
200. Before starting the training, the SOM is con-
figured to randomly choose a number of training
samples equal to number of expected outputs. We

*http://neupy.com/pages/home.html

952



Method 10-fold CV Test

HISK 84.38% 84.73%
BOWE-word2vec with k-means 72.24% 70.73%
BOWE-word2vec with SOMs 75.99% 75.57%
BOWE-BERT with k-means 78.63% 77.36%
BOWE-BERT with SOMs 79.75% 80.73%
HISK+BOWE-word2vec with k-means 85.08% 83.57%
HISK+BOWE-word2vec with SOMs 87.17% 88.93%
HISK+BOWE-BERT with k-means 88.81% 89.42%
HISK+BOWE-BERT with SOMs 89.54% 90.90%

Table 2: Accuracy rates of HISK, BOWE-word2vec and BOWE-BERT with clustering based on k-means or SOMs,
as well as ensemble models on LaRoSeDa. Results are reported in two cases: using a 10-fold cross-validation

procedure and using the train-test split.

[Method [10-fold CV
HISK (Butnaru and Ionescu, 2019) | 71.27%
BOWE-BERT with k-means 63.42%
BOWE-BERT with SOMs 68.50%
HISK+BOWE-BERT with k-means| 72.21%
HISK+BOWE-BERT with SOMs 73.35%

Table 3: Accuracy rates of HISK, BOWE-BERT with
k-means, BOWE-BERT with SOMs and their combi-
nations on MOROCO, for the Romanian intra-dialect
multi-class categorization by topic task. Results are re-
ported using a 10-fold cross-validation procedure.

opted for the cosine distance between data samples
and SOM’s weights.

Results on LaRoSeDa. In Table 2, we present
the results on LaRoSeDa. Among the individual
baselines, we observe that HISK attains the best ac-
curacy rates, surpassing all BOWE configurations.
We also note that by replacing k-means with SOMs,
the accuracy rate of BOWE-word2vec grows by 4
or 5%. The improvements brought by SOMs can be
explained by the fact that, unlike k-means, SOMs
produce clusters that are closer to the Zipf’s law
distribution. This is proven by the word embedding
counts per cluster illustrated in Figure 2. When
we combine HISK with BOWE-BERT, we notice
significant performance gains.

Results on MOROCO. In Table 3, we present
the results on MOROCO, for the Romanian intra-
dialect multi-class categorization by topic task.
We notice that HISK attains better results than
BOWE-BERT with k-means and BOWE-BERT
with SOMs, although the differences in terms of
accuracy seem to be smaller. As for LaRoSeDa, we
observe a significant improvement (higher than 5%)
when k-means is replaced by SOMs. There is an ob-
servable improvement over the plain HISK, when
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HISK is combined with BOWE-BERT based on
k-means. Nonetheless, we notice a larger improve-
ment when we combine HISK and BOWE-BERT
based on SOMs.

6 Conclusion

In this paper, (i) we introduced LaRoSeDa, a large
data set for polarity classification of Romanian re-
views, and (i) we employed self-organizing maps,
a clustering approach that preserves the density of
words in the embedding space, resulting in a more
effective bag-of-word-embeddings representation.
Our top accuracy rates on LaRoSeDa are 89.54%
for the cross-validation procedure and 90.90% on
the test set. We note that SOMs had a signifi-
cant contribution in attaining these high accuracy
rates. We conclude that the combination of HISK
and BOWE-BERT with SOMs is a strong baseline
which should encourage future research in propos-
ing non-trivial models for Romanian polarity clas-
sification. Furthermore, the results obtained on
MOROCO confirm that SOMs provide better accu-
racy rates than k-means when it comes to building
document-level representations based on clustering
word embeddings.
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