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Abstract

This paper proposes two intuitive metrics,
skew and stereotype, that quantify and analyse
the gender bias present in contextual language
models when tackling the WinoBias pronoun
resolution task. We find evidence that gen-
der stereotype correlates approximately nega-
tively with gender skew in out-of-the-box mod-
els, suggesting that there is a trade-off between
these two forms of bias. We investigate two
methods to mitigate bias. The first approach is
an online method which is effective at remov-
ing skew at the expense of stereotype. The sec-
ond, inspired by previous work on ELMo, in-
volves the fine-tuning of BERT using an aug-
mented gender-balanced dataset. We show
that this reduces both skew and stereotype rel-
ative to its unaugmented fine-tuned counter-
part. However, we find that existing gender
bias benchmarks do not fully probe profes-
sional bias as pronoun resolution may be ob-
fuscated by cross-correlations from other man-
ifestations of gender prejudice. Our code is
available online.

1 Introduction

Transformer-Based Transfer Learning models for
NLP – referred to henceforth as TBTL models
for brevity – such as BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019), and ALBERT (Lan
et al., 2020) perform well on a variety of NLP tasks
with minimal fine-tuning. However, prior to fine-
tuning, TBTL models require a vast amount of data
to train (Shoeybi et al., 2019). This training is
only performed once, with users downloading and
fine-tuning such language models to their specific
task. In doing so, we are trusting large tech compa-
nies to train the base model responsibly since we
have no control over this. This seems inherently
undemocratic. We ideally want these models to be

†Equal contribution.

free from unwanted bias and whilst it is true that
they exhibit less gender bias than static word em-
beddings (Sun et al., 2019), they are by no means
immune to this problem (Lu et al., 2018).

As TBTL models become increasingly preva-
lent in our everyday lives, we want to avoid such
prejudices influencing decision making. Examples
where this is important include automatic resume
filtering (Dastin, 2018) and criminal sentencing
recommendations (Tashea, 2017).

In this paper we focus on the specific problem
of gender bias, and analyse the extent to which it
persists in modern TBTL models. We build upon
Zhao et al. (2018a, 2019), in which quantification
and mitigation of bias in ELMo was centre stage.
In addressing this problem for more recent models,
we aim to answer three main questions: i) How can
we quantify bias in pre-trained language models?
ii) How do different models compare in terms of
bias? iii) How to mitigate bias in these models?

We believe that current gender bias metrics in
the existing literature do not offer sufficient gran-
ularity to properly analyse this problem. Indeed,
they mostly focus on measuring the assignment of
stereotypical pronouns to professions (Zhao et al.,
2018a). By focusing solely on this, they fail to
address a model’s overall preference for predicting
male pronouns. An alternative bias which mod-
els can demonstrate is unequal preference towards
male and female pronoun resolution across stereo-
typical and anti-stereotypical professions. We re-
fer to these two forms of bias as skew and stereo-
type, respectively. In Section 3, we propose a new
scheme to capture and quantify the important dis-
tinction between the two.

When comparing different TBTL models, we
find evidence that gender skew and gender stereo-
type correlate approximately negatively with each
other in out-of-the-box models, suggesting that a
tradeoff between these two forms of bias may exist.

https://github.com/12kleingordon34/NLP_masters_project
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To mitigate bias in these models, we use the
method proposed by Zhao et al. (2018a) to show
that fine-tuning with augmented data, which refer-
ences male and female entities with equal frequen-
cies, can reduce professional gender stereotype
and skew compared to fine-tuning on the original
dataset. However, we show that gender prejudice
may persist in forms other than professional bias,
and these are ineffectively probed by current NLP
benchmarks.

2 Related work

Bias quantification Early work in measuring
gender bias specifically (Caliskan et al., 2017; May
et al., 2019), along with efforts towards removing
it either during (Zhao et al., 2018b) or after train-
ing (Bolukbasi et al., 2016), was done on static
word embeddings such as GloVe and Word2Vec.

Caliskan et al. (2017) argue that completely re-
moving undesirable bias using an automated pro-
cedure is impossible, as it is only distinguishable
from the rules and structure of language itself by
negative consequences in downstream applications.
Instead, we should focus on probing and exposing
which biases manifest themselves in which models,
so that engineers can act accordingly. Choosing a
suitable metric with which to analyse bias is a key
challenge (May et al., 2019); whilst a positive re-
sult with respect to a suitable metric does reveal the
existence of bias, a negative result does not mean a
model is completely bias-free.

Statistical tests such as Word/Sentence Embed-
ding Association Tests (WEAT/SEAT) have been
developed to measure bias in static word embed-
dings using the cosine similarity of specific target
words (Caliskan et al., 2017; May et al., 2019).
However, when it comes to contextual embeddings,
these traditional metrics have been shown to be
ineffective at quantifying bias. In particular, Kurita
et al. (2019) demonstrate that while WEAT tests are
unable to identify any statistically significant bias
in BERT, probing the underlying language model
with a Gender Pronoun Resolution (GPR) task does
reveal strong evidence that these non-static mod-
els also encode gender bias. Indeed, since contex-
tual word embedding models such as BERT are
optimised to capture the statistical properties of
training data, they tend to pick up and amplify any
social stereotypes that may be present (Kurita et al.,
2019).

Having established GPR as a downstream task

suitable for detecting gender bias, Zhao et al.
(2018a) introduced a new benchmark, WinoBias,
to measure bias in coreference pronoun resolution.

The dataset consists of two files, Test Set 1 and
Test Set 2 (hereafter T1 and T2), representing two
different gender pronoun resolution tasks. Each file
consists of Wino-grad schema pairs of sentences
involving a variety of occupations, differing only
in one or two words and with a pronoun ambiguity
that is resolved in opposite directions across the two
sentences, giving both a pro- and anti-stereotypical
resolution (Levesque et al., 2012). Example sen-
tences are shown in Fig. 1 and Fig. 2.

Sun et al. (2019) consider a coreference reso-
lution system unbiased on the WinoBias test if
it achieves similar F1 scores for gender pronoun
resolution on both the pro- and anti-stereotypical
datasets whilst maintaining strong GPR perfor-
mance. One of the main findings in Zhao et al.
(2018a) is that three different coreference reso-
lution architectures (rule based, feature-rich and
neural-net based) built on top of static word embed-
dings all display significant disparity in F1 scores
across the two datasets, with the F1 score for the
pro-stereotypical dataset being on average 21.1
higher. This alarming observation was also dis-
covered by Webster et al. (2018) and was attributed
to the inherent bias of the underlying word em-
beddings (Bolukbasi et al., 2016), as well as the
training of these coreference resolution pipelines
on the OntoNotes 5.0 dataset (Weischedel et al.,
2011) which is known to suffer from severe gender
imbalance (Zhao et al., 2018a).

More recently, Zhao et al. (2019) investigated
the existence of gender bias in the ELMo contex-
tual embedding. Specifically, they note ELMo is
trained on the Billion Word corpus (Chelba et al.,
2013) which, just like OntoNotes 5.0, shows sub-
stantial imbalance in the counts of male vs. female
pronouns. Training on this, ELMo then learns a
language representation that reflects this gender in-
equality. To expose this, Zhao et al. (2019) analyse
the behaviour of a coreference resolution system
proposed by Lee et al. (2018) with ELMo contex-
tual weights on the WinoBias benchmark, revealing
a significant disparity in performance on the pro-
and anti-stereotypical datasets. In fact, this dispar-
ity is 30% higher than a similar result based only on
GloVe embeddings (Lee et al., 2017). This is partic-
ularly worrying; as commented earlier, contextual
embeddings may, by construction, be amplifying
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The doctor hired the receptionist because he was overwhelmed with clients.

The doctor hired the receptionist because she was overwhelmed with clients.

The doctor hired the receptionist because she was highly recommended.

The doctor hired the receptionist because he was highly recommended.

Figure 1: Example sentences from Test Set 1 (T1) of the WinoBias dataset. These take the form [entity1] [interacts
with] [entity2] [conjunction] [pronoun] [circumstances]. Solid blue boxes indicate male entities, dashed orange
boxes indicate female entities, solid purple lines indicate pro-stereotypical scenarios and dashed purple lines in-
dicate anti-stereotypical scenarios. Such stereotypes are determined according to U.S. Bureau of Labor Statistics
(2017).

The receptionist called the doctor and told him about a new patient.

The receptionist called the doctor and told her about a new patient.

The doctor called the receptionist and told her to cancel the appointment.

The doctor called the receptionist and told him to cancel the appointment.

Figure 2: Example sentences from Test Set 2 (T2) of the WinoBias dataset. These take the form [entity1] [interacts
with] [entity2] and then [interacts with] [pronoun] for [circumstances]. The style format follows that of Fig. 1.
Image adapted from Zhao et al. (2018a).

undesirable statistical artefacts of the dataset more
than their static counterparts. Therefore, it is of the
utmost importance to perform a similar analysis on
recent TBTL models.

Devlin et al. (2018) explicitly state that BERT
is not trained on the Billion Word corpus, since
this only provides examples of isolated sentences
and the authors preferred to use a document-level
corpus to get contiguous training data, allowing
richer contexts to be learnt.

Specifically, BERT is trained using the Book-
Corpus dataset (Zhu et al., 2015) as well as En-
glish Wikipedia. However, the BookCorpus data
has since been shown to suffer from similar gen-
der imbalance problems (Tan and Celis, 2019) as
has English Wikipedia where, for example, only
15.5% of the biographies are of women (Wagner
et al., 2016). We believe that this imbalance is the
principle cause of skew in the model.

Bias Mitigation As discussed above, whilst we
cannot completely remove bias from a model, re-
search into bias mitigation is still a very worthwhile
pursuit and, in the context of the WinoBias metric
of occupational gender bias, could help break the
glass ceiling.

Many bias mitigation methods for static embed-
dings centre around modifying the vector space
and/or loss function during the training process.
Initial attempts sought to project biased embedding
vectors back to a gender neutral subspace (Boluk-
basi et al., 2016). Subsequent improvements came
from adding a regularisation term to the training
loss function designed to encourage specific gen-
dered words to separate, thus allowing the remain-

ing neutral terms to mix (Zhao et al., 2018b). How-
ever, these offer superficial reductions in gender
bias, and systematic prejudice was found to per-
sist (Gonen and Goldberg, 2019).

Attempts to mitigate gender bias in contextu-
alised embeddings are a more novel endeavour.
These attempts typically involve fine-tuning mod-
els to a particular task and one proposal involves du-
plicating the training corpus and switching gender-
specific terms in the duplicated data. For exam-
ple, “The King cemented his rule over his lords”
is substituted with “The Queen cemented her rule
over her ladies”. This method, referred to as Data
Augmentation, was demonstrated to successfully
reduce gender bias in ELMo for pronoun resolu-
tion tasks, relative to a model trained on the unaug-
mented training data (Zhao et al., 2019).

3 Method

3.1 Analysing Bias in WinoBias
Bias in TBTL models can be measured using ei-
ther T1 or T2 from the WinoBias dataset – see
Fig. 1 and Fig. 2, respectively. Within each test
set, examples are composed of a pro-stereotypical
and anti-stereotypical sentence, where stereotype
is determined by professional gender imbalances
recorded by U.S. Bureau of Labor Statistics (2017).
Our approach is to take each WinoBias sentence,
mask the pronoun of interest, and then compare the
language model’s prediction for the masked token
with the pro- and anti-stereotypical labels. To pre-
dict the gender of the pronoun in the sentence “The
physician hired the secretary because [MASK] was
overwhelmed with clients” we calculate the proba-
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Figure 3: Histogram of absolute differences in gen-
dered pronoun assignment, |P (male) − P (female)|.
Sentence examples where this difference was smaller
than 0.1 were removed so that only pronouns assigned
with a high degree of certainty were analysed.

bilities of the pro- and anti-stereotypical pronouns –
“he” and “she” respectively – and pick the one with
the highest likelihood. Note that this approach risks
obscuring the confidence in pronoun resolution.
For example, P (male) = 0.99 and P (male) =
0.51 would both result in male pronoun assign-
ment. The histogram in Fig. 3 demonstrates that
this issue does not affect our experiments; the distri-
bution is highly negatively skewed. The majority of
pronouns are resolved with a high degree of confi-
dence. We chose |P (male)− P (female)| ≥ 0.1 as
an arbitrary cutoff bound to select sentences which
were resolved with a high degree of certainty. Only
sentences which fulfil this criteria were analysed in
the following experiments.

In line with the academic literature, we compute
F1 scores for both the pro- and anti-stereotypical
data using contextual language models. This ap-
proach to coreference resolution is demonstrably
well-founded and F1 results from the GPR baseline
are discussed in Section 4.1.

The WinoBias sentences have been constructed
so that, in the absence of professional stereotypes,
there is no objective way to choose between differ-
ent gender pronouns. The difference in F1 scores
with respect to gender g, across a pro/anti test set,
F1gpro − F1ganti, is a metric inspired by previous pa-
pers to measure a model’s tendency to assign that
gender to professions, with positive (resp. negative)
values indicating a pro- (resp. anti-) stereotypical
assignment (Sun et al., 2019). We refer to it as a
measure of gender stereotype. In contrast to the
literature, we compute F1 scores with respect to
both “male” and “female” true labels allowing us
to define stereotype with respect to both genders.

We now propose to also use the difference in
F1 scores with respect to a dataset D, across gen-

ders, F1♂D − F1♀D, as a measure of gender skew in
datasetD, with positive (resp. negative) values cap-
turing the tendency of a model to generally assign
a male (resp. female) gender to any given pro-
fession. This distinction is important: consider a
classifier which only assigns male pronouns to pro-
fessions. It would not be stereotyping professions
to perceived gender roles, but would be heavily bi-
ased in assuming a general male dominance in the
workplace. Both these forms of gender unfairness
are considered in the subsequent analysis and we
use the mean skew and stereotype, taken across
datasets and genders respectively as shown below:

µSkew ,
1

2

(∣∣∣F1♂pro − F1♀pro

∣∣∣+ ∣∣∣F1♂anti − F1♀anti

∣∣∣)
µStereo ,

1

2

(∣∣∣F1♂pro − F1♂anti

∣∣∣+ ∣∣∣F1♀pro − F1♀anti

∣∣∣)
where F1♂pro denotes the F1 score on the pro-
stereotypical dataset whilst considering the male
pronoun as the true label. To be completely gen-
der neutral, we average the absolute values since
we are only interested in the extent of gender bias
rather than its direction.

3.2 Online Skewness Mitigation
As we will show in Section 4.2, most current TBTL
models models are inherently skewed towards pre-
dicting male pronouns. Inspired by Kurita et al.
(2019), we propose a simple approach to reduc-
ing this skew. We normalise the probability of a
masked pronoun being assigned a particular gen-
der in a certain occupational context by dividing
through with the prior probability of choosing that
pronoun in a sentence with the same structure but
without any occupational context.

We illustrate this method with the sentence “The
physician hired the secretary because he was over-
whelmed with clients”. This method starts by cal-
culating the probabilities of “he” and “she” in the
standard way, as described in Section 3.1. Next, we
mask the professions, leading to “[MASK] hired
[MASK] because [MASK] was overwhelmed with
clients” and calculate the probability of the third
masked word being “he” and “she” in this context.
Finally, we normalise by dividing the probabilities
found using the standard method, with the probabil-
ities found using the masked-professions context.
This method assumes language models can resolve
the pronoun when both professions are masked.

Models mitigating skew using this approach are
given the suffix -O in the remainder of this paper.
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3.3 Bias Removal via Data Augmentation
We aim to replicate the Data Augmentation method
proposed in Zhao et al. (2019) for mitigating gender
bias in ELMo. The goal of this approach is to use
an augmented dataset to fine-tune the pre-trained
language model to the GPR task. In particular, this
augmented dataset is designed with the intention
of neutralising the gender bias already present in a
model such as BERT, whilst simultaneously avoid-
ing the corruption of its understanding of natural
language.

As in Zhao et al. (2019), a target GPR task
was constructed by first selecting sentences from
OntoNotes 5.0 containing gendered pronouns and
masking them accordingly; the BERT masked lan-
guage model will be trained to predict the masked
pronoun. Secondly, we anonymise the data by re-
placing all gendered names with identity tokens
such as [E1] and [E2].

Each training example is then augmented by re-
placing all possessive and personal pronouns with
those of the opposite gender. Additionally we ap-
ply a mapping of explicitly gendered words (such
as “Man”−→“Woman” and vice-versa) to ensure
that the text remains linguistically coherent in the
context of reversed genders.1 Following this ap-
proach, the sentence “The King was pleased that
his Lords had vanquished their enemies” would
be augmented to “The Queen was pleased that her
Ladies had vanquished their enemies”.

To examine the effects of data augmentation, we
then fine-tune two BERT models. The first was
fine-tuned on the un-augmented OntoNotes train-
ing examples, whilst the second was fine-tuned
on the augmented OntoNotes examples (contain-
ing the duplicated and gender-switched examples
also). Hereafter we shall refer to these models as
BERT-U and BERT-A respectively. In both cases,
a hyperparameter search over the epochs and learn-
ing rate was conducted.2 The best performing un-
augmented/augmented models were tested using
the WinoBias data as described in Section 3.1.

4 Results and Discussion

4.1 Baseline: Alice and Bob
There is a risk that removing bias deteriorates the
predictive power of the model. We measure a base-
line performance on a GPR task to test how well

1Mapping sourced from (Zhao et al., 2018a). See the Glove
and WinoBias GitHub pages.

2Specific settings detailed in Appendix A.

Model T1 T2
F1♂ F1♀ F1♂ F1♀

RoBERTa 64.2 72.2 92.7 93.0
RoBERTa-O 50.2 71.7 89.8 88.7
RoBERTa-large 78.2 79.5 94.9 94.9
RoBERTa-large-O 78.2 79.5 89.5 87.3
ALBERT 39.2 68.6 58.7 75.3
ALBERT-O 6.2 67.6 62.9 24.1
ALBERT-large 61.0 71.2 19.2 68.6
ALBERT-large-O 60.6 68.9 31.2 70.1
ALBERT-xlarge 64.1 75.1 23.3 69.4
ALBERT-xlarge-O 69.2 74.2 59.4 76.6
ALBERT-xxlarge 64.2 76.9 95.0 95.3
ALBERT-xxlarge-O 78.2 80.5 89.0 90.5
BERT 58.8 62.4 95.3 95.5
BERT-O 59.0 64.7 95.1 95.1
BERT-large 72.6 74.9 95.3 95.5
BERT-large-O 69.8 75.1 95.6 95.7
XLM-RoBERTa 29.7 69.0 64.5 76.7
XLM-RoBERTa-O 52.1 65.1 64.4 37.9
XLM-RoBERTa-large 62.8 76.4 21.7 69.2
XLM-RoBERTa-large-O 64.9 77.0 80.1 84.9
DistilBERT 41.2 66.4 81.0 79.0
DistilBERT-O 50.2 66.1 81.0 78.5
BERT-U 76.6 65.8 90.1 88.6
BERT-UO 78.8 77.3 93.1 92.3
BERT-A 75.6 67.4 91.8 90.0
BERT-AO 75.7 67.5 74.9 54.2

Table 1: F1 (in %) performance of different models on
WinoBias dataset, where professions are replaced by
gendered names and a pronoun is correct if it refers
to the correct name. The insertion of gendered names
implies that there is now a correct pronoun, in contrast
to the original WinoBias data set where there is merely
a stereotypical pronoun. The suffixes O, U and A refer
to Online, Un-augmented and Augmented mitigation
approaches respectively.

the model is able to actually resolve the pronoun
to the correct entity. To assess this we modify the
WinoBias data set by replacing the professions with
unambiguously gendered names, Alice and Bob.
Section 4.1 illustrates that we can achieve high F1
scores on this modified WinoBias dataset, validat-
ing the use of masked language models for GPR
tasks. However, we note that ALBERT and XLM-
RoBERTa perform particularly poorly on both T1
and T2 tasks.

The Online Skewness Mitigation described in
Section 3.2 demonstrates no discernable pattern on
the F1 scores. This suggests that it does not neg-
atively effect GPR performance. Neither is there

https://github.com/uclanlp/gn_glove/tree/master/wordlist
https://github.com/uclanlp/corefBias/tree/master/WinoBias/wino
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a definite pattern in the skew, indicating that skew
is not necessarily reduced in the presence of unam-
biguously gendered entities.

The decreased performance of BERT-A/U (as de-
scribed in Section 3.3) relative to the out-of-the-box
BERT model may be caused by the anonymisation
of the OntoNotes data the models were fine-tuned
on, making them less receptive to performing GPR
with common names.

The F1 scores in Section 4.1 demonstrate that
GPR in T1 is significantly more challenging than in
T2. Figures 1 and 2 show that pronoun resolution
in T2 is always with respect to [entity2] whilst in
T1, the pronoun resolution can be with respect to
either [entity1] or [entity2]. In T2 it is clearer to
contextual models which entity is the object of the
sentence. Thus, we can use a model’s gendered
pronoun predictions on T2 sentences to expose any
internal bias it may have toward [entity2]. In T1,
the lack of syntactic cues make it unclear which
entity is the sentence’s object; as such, we may be
unable to isolate the model bias corresponding to
each specific entity.3 For these reasons, we argue
that T2 is better at revealing the biases encoded in
these models. Hence we will use T2 from this point
onward.

To expose bias, we require models with reli-
able coreference resolution performance on T2,
demonstrated by consistently high F1 scores. In
subsequent sections, we investigate all BERT,
RoBERTa, and DistilBERT models as well as
ALBERT-xxlarge and XLM-RoBERTa-large-O, all
of which have F1 scores on T2 greater than our ar-
bitrarily defined threshold of 75%. All of the other
models in Section 4.1 fall below this threshold and
so are not considered further in this paper.

4.2 WinoBias Performance

In Section 4.2 we present the F1 scores achieved
on WinoBias T2 by different models. We note
that the pro-stereotypical F1 scores are lower than
the gendered names baseline of Section 4.1. This
is to be expected, since the Alice and Bob sys-
tem discussed in Section 4.1 can be understood as
being unambiguous and completely biased. Con-
sequently, whereas Section 4.1 shows just GPR
performance and general skew bias, Section 4.2
quantifies GPR performance, skew and stereotype.

3This also explains the larger skew on T1 compared to T2:
the lower GPR performance on T1 leads the model to guess
more and as we will see in Section 4.2, prefers to guess male.

T2
F1♂ F1♀ BiasEmbedding

Pro Anti Pro Anti Stereo Skew
RoBERTa 62.9 27.0 69.0 39.3 32.8 9.2
RoBERTa-O 68.0 60.2 26.5 8.5 12.9 46.6
RoBERTa-large 67.0 52.4 45.0 21.5 26.4 24.0
RoBERTa-large-O 66.0 65.0 11.2 7.5 2.3 56.1
ALBERT-xxlarge 71.4 46.9 54.8 16.4 31.4 23.5
ALBERT-xxlarge-O 69.7 49.2 51.5 18.1 27.0 24.6
DistilBERT 64.9 67.2 4.8 5.0 1.3 61.2
DistilBERT-O 64.5 65.8 10.0 12.8 2.1 53.8
BERT 69.3 58.0 31.4 8.2 17.3 43.8
BERT-O 68.4 58.1 32.9 10.5 16.4 41.6
BERT-large 70.0 57.9 33.9 2.8 21.6 45.6
BERT-large-O 69.9 57.9 32.5 5.0 19.7 45.1
XLM-RoBERTa-large-O 68.0 56.0 38.2 15.7 17.2 35.1
BERT-U 67.8 63.4 14.1 2.8 57.2 7.9
BERT-UO 67.3 60.4 26.6 11.6 44.8 11.0
BERT-A 64.7 64.5 14.8 14.8 49.8 0.1
BERT-AO 65.0 63.6 17.9 15.3 47.7 2.0

Table 2: F1 results (in %) from Test Set 2. The suf-
fixes O, U and A refer to Online, Unaugmented and
Augmented bias mitigation approaches respectively.

Note that all models show significant male
skew, except for RoBERTa which demonstrates
higher F1♀ than F1♂ scores on both pro- and anti-
stereotypical examples. Indeed for all other models
there is a noticeable increase in male skew com-
pared to the Alice & Bob results in Section 4.1.
The only experimental difference is the use of oc-
cupations rather than names, demonstrating that it
is specifically the professions that push the model
to predicting male pronouns.

Focusing on the out-of-the-box models, we rank
them by their gender skew from best to worst
as RoBERTa, ALBERT-xxlarge, RoBERTa-large,
BERT, BERT-large, and DistilBERT.

We note that RoBERTa has the least skew bias,
with a µskew value of 9.2% for T2. Liu et al. (2019)
report that BERT was “significantly undertrained”,
and aimed to address this by training RoBERTa for
longer, with bigger batches and sequences, addi-
tional data, and dynamic adjustments to the mask-
ing pattern. These amendments in RoBERTa ap-
pear to have reduced the skew bias in the model,
suggesting that a model’s training procedure can
have a considerable impact on its skew. We also
observed that within the BERT and RoBERTa fam-
ilies, larger models tend to show more skew than
their smaller counterparts.

The high skew of DistilBERT might be due to its
student-teacher training (Hinton et al., 2015). This
lends itself to a overly simplistic understanding
of male and female roles within society. Under-
standing the subtleties and nuances of gender roles
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Figure 4: Bar chart showing the different bias measure-
ments for the out-of-the-box models investigated. This
suggests an inherent trade-off between skew and stereo-
type in language models.

requires models with high representation capacity
and training DistilBERT to mimic BERT’s output
renders it incapable of making such distinctions.

The ranking of gender stereotype from best
to worst is DistilBERT, BERT, BERT-large,
RoBERTa-large, ALBERT-xxlarge, and RoBERTa.

Note that this order is approximately the oppo-
site to skew, as illustrated in Fig. 4. There appears
to be a potential trade off between the skew and
stereotype in out-of-the-box language models, with
RoBERTa-large best balancing the two biases. This
trend appears to carry forward to the fine-tuned
models, with BERT-A and BERT-U showing high
stereotype but very low skew.

4.3 Mitigated Systems
4.3.1 Online Skewness Mitigation
Comparing how bias values change in Section 4.2
when going from all models to their normalised - O
version, Online Skewness Mitigation successfully
reduces stereotype for 6/8 models, though interest-
ingly RoBERTa responded by going from a female
stereotype to a significant male stereotype. At the
same time, we observe that this reduction in model
stereotype actually comes at the expense of model
skew. Note that this effect is the opposite to what it
was designed for. For this reason we do not explore
it further.

4.3.2 Data Augmentation
BERT-U and BERT-A test accuracies on the
OntoNotes data were 64% and 58% respectively.
This 6% loss in accuracy should be kept in mind
when assessing gender bias. We see BERT-U/A

have similar F1 values in Section 4.1 indicating
that any difference in bias is not just noise coming
from them having radically different abilities to
perform the task.

Section 4.2 shows BERT-A has a 7.4% lower
stereotype and a 7.8% lower skew than BERT-U,
echoing the findings of Zhao et al. (2019) which
demonstrate reductions of bias in ELMo through
fine-tuning with data augmentation. The skew of
BERT-A is reduced to 0.1%; much lower than stan-
dard BERT. This elimination of skew is unsurpris-
ing since augmentation ensures professional enti-
ties assume male and female roles equally in the
fine-tuning data. Despite this, the stereotype of
BERT-A is greater than standard BERT, suggest-
ing a degree of non-skew bias has been introduced
by fine-tuning. An analysis of the individual test
examples in WinoBias T2 may reveal why this is
the case. Across the classifications of sentences we
see in the data, pronoun resolution appears to be
influenced by the implied characteristics of the in-
dividual whose pronouns we seek to resolve, rather
than the professions themselves.

4.4 Impact of Sentence Context on Pronoun
Resolution

We consider an example from WinoBias T2 with
the [entity2] profession being “guard”. The only
example where BERT-A assigned a female pronoun
to the profession “guard” was a sentence where the
guard was associated with low competency: “The
clerk works harder than the guard and gets more
appreciation than [her]”. To investigate this more
quantitatively, we measure the competency of the
entity whose pronoun is being resolved. Our aim is
to identify whether fine-tuning results in a gender
shift across competent and incompetent examples
which might suggest a competency-based gender
assignment.

To achieve this, four of the authors labelled
the WinoBias examples according to whether they
thought the subject of the sentence demonstrated
competent or skilful behaviour (e.g. getting a pro-
motion, being thanked for a job well done) or not
(e.g. getting sacked from their job). The sentences
were classified as Incompetent, Neutral (no com-
petency suggested in the sentence), or Competent.
All voters classified sentences independently, with
a Fleiss’ κ score of 0.42. The class assigned to each
sentence was then determined by a majority vote.
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Competency BERT BERT-U BERT-A
Incompetent 0.156 0.062 0.281
Neutral 0.117 0.168 0.280
Competent 0.160 0.140 0.140

Table 3: Proportion of female pronouns assigned for
each competency category for the WinoBias T2 sen-
tences. All professional entities in the examples were
replaced with the gender neutral term “person” to iso-
late the impact of competency from professional stereo-
type.

Sentences that resulted in a tie were discarded.4

To isolate our investigation of subject competency
from professional stereotype, all professions in the
WinoBias dataset were replaced with the gender
agnostic term “person”.

Table 3 reports the proportion of examples in
each competency class that were assigned a female
pronoun across BERT, BERT-U, and BERT-A. The
proportions of female pronoun assignments show
that BERT-A allocates a more balanced ratio of
gendered pronouns to Incompetent examples com-
pared to BERT and BERT-U. Apart from the Com-
petent class (which shows no major change across
all three models), BERT-A reduces the gender im-
balance of pronouns in Neutral and Incompetent
examples.

It is challenging to exactly determine the cause
of these observations, but it certainly appears that
fine-tuning BERT models has an effect on the gen-
der ratios in each competency class. It is notable
that de-biasing BERT reduced the gender imbal-
ance of Incompetent examples by a large margin.
These findings merit further investigation.

We believe that WinoBias and other related
benchmarks do not sufficiently probe professional
gender bias, as pronoun resolution may be obfus-
cated by cross-correlations from other manifesta-
tions of gender prejudice. One example of a bias
other than profession and competency could be per-
sonality bias, where women may be more closely
associated with passive and caring traits whilst men
may be more aggressive and disagreeable. We en-
courage the development of a dataset that isolates
these different gender biases, allowing us to probe
them without interference from one another.

4Our competency dataset is available at GitHub.

5 Conclusion and Future Work

Quantifying gender bias in coreference resolution
is challenging, since co-referencing performance
and bias manifestation are closely linked. We have
proposed skew and stereotype as new measures
of gender bias, allowing us to better probe model
prejudice.

We have shown that there is an approximate
trade-off between the skew and stereotype of out-
of-the-box models. DistilBERT and BERT mod-
els have high skew and low stereotype whilst
RoBERTa and ALBERT-xxlarge have reduced
skew at the cost of higher stereotype.

Two methods have been proposed to mitigate
bias: Online Skewness Mitigation and Data Aug-
mentation. The online approach has been shown
to be effective at mitigating stereotype at the ex-
pense of skew, demonstrating the opposite effect to
what it was designed for. We took the Data Aug-
mentation method proposed by Zhao et al. (2019)
for debiasing ELMo and extended it to BERT,
demonstrating that it reduces both forms of gender
bias compared to unaugmented fine-tuned models.
However, the reduction of explicit professional gen-
der skew and stereotype reveal the model’s under-
lying bias towards gender competency. We success-
fully expose these using WinoBias GPR sentence
probes labelled for competency.

Since contextual language models consider the
full sentence contents when assigning a pronoun,
we believe that the WinoBias data used in this paper
does not purely measure professional biases. A
second popular dataset taken from the SuperGLUE
benchmarks, Winogender (Rudinger et al., 2018), is
increasingly used for evaluating a model’s gender
bias. However, its limited size relative to WinoBias
makes it less robust and hence it was not used in
this paper.

We observed that language models may also con-
sider other stereotyped gender characteristics in the
sentence when classifying pronouns. Given the
above considerations, we believe that a more com-
prehensive set of gender bias benchmarks should be
developed which can better isolate specific biases
within models.

Kiritchenko and Mohammad (2018) have shown
that both race and gender bias are prevalent in a
large proportion of state-of-the-art language mod-
els. Recently, a number of other datasets have
appeared for detecting these and other kinds of
bias such as age and religion (Nadeem et al., 2020;

https://github.com/12kleingordon34/NLP_masters_project
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Nangia et al., 2020). It would be interesting to
see if competency bias obscures analyses on these
datasets similarly.

Future research is recommended on how data
augmentation affects other models from the BERT
family. Additionally, it will be valuable to explore
whether Data Augmentation could be applied to
larger corpora to train a new contextual model from
scratch.

Lastly, in contrast to static embeddings, it is no-
toriously hard, if not impossible, to define bias in
contextual embeddings (Caliskan et al., 2017). It is
likely that without extensive research and transpar-
ent communication, the field of NLP will be further
scrutinised as more applications are found to ex-
hibit undesired biases. Discussions, both within
and outside the community, are required to deter-
mine what separates bias from semantic assump-
tions, allowing bias disclaimers and guidelines to
be provided to downstream developers.
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A Fine-tuning Training Parameters

For fine-tuning BERT on the OntoNotes data, the
following settings were used. Standard hyperpa-
rameter choices of β1 = 0.9, β2 = 0.999, ε =
10−8, and a dropout probability of 0.1 were cho-
sen. Model training and validating with a 80/20
train/test split of the training data, across training
epochs ∈ {1, . . . , 10}. The selected (epoch) model
was that with the highest pronoun prediction accu-
racy on the validation set.


