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Abstract

When training a model on referential dialogue
guessing games, the best model is usually cho-
sen based on its task success. We show that in
the popular end-to-end approach, this choice
prevents the model from learning to generate
linguistically richer dialogues, since the ac-
quisition of language proficiency takes longer
than learning the guessing task. By compar-
ing models playing different games (Guess-
What, GuessWhich, and Mutual Friends), we
show that this discrepancy is model- and task-
agnostic. We investigate whether and when
better language quality could lead to higher
task success. We show that in GuessWhat,
models could increase their accuracy if they
learn to ground, encode, and decode also
words that do not occur frequently in the train-
ing set.

1 Introduction

A good dialogue model should generate utterances
that are indistinguishable from human dialogues
(Liu et al., 2016; Li et al., 2017). This holds
for both chit-chat, open-domain, and task-oriented
dialogues. While chit-chat dialogue systems are
usually evaluated by analysing the quality of their
dialogues (Lowe et al., 2017; See et al., 2019),
task-oriented dialogue models are evaluated on
their task success and it is common practice to
choose the best model based only on the task suc-
cess metric. We explore whether this choice pre-
vents the system from learning better linguistic
skills.

Important progress has been made on the devel-
opment of such conversational agents. The boost
is mostly due to the introduction of the encoder-
decoder framework (Sutskever et al., 2014) which
allows learning directly from raw data to both un-
derstand and generate utterances. The framework
has been found to be promising both for chit-
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chat (Vinyals and Le, 2015) and task-oriented di-
alogues (Lewis et al., 2017), and it has been fur-
ther extended to develop agents that can commu-
nicate through natural language about visual con-
tent (Mostafazadeh et al., 2017; Das et al., 2017a;
de Vries et al., 2017). Several dialogue tasks have
been proposed as referential guessing games in
which an agent (the Q-bot) asks questions to an-
other agent (the A-bot) and has to guess the refer-
ent (e.g., a specific object depicted in the image)
they have been speaking about (de Vries et al.,
2017; Das et al., 2017b; He et al., 2017; Haber
et al., 2019; Ilinykh et al., 2019; Udagawa and
Aizawa, 2019). We are interested in understand-
ing the interplay between the learning processes
behind these two sub-tasks: generating questions
and guessing the referent.

Shekhar et al. (2019) have compared models
on GuessWhat and have shown that task suc-
cess (TS) does not correlate with the quality of
machine-generated dialogues. First of all, we
check whether this result is task-agnostic by carry-
ing out a comparative analysis of models playing
different referential games. We choose a task in
which visual grounding happens during question
generation (GuessWhat, de Vries et al. 2017); a
task in which it happens only in the guessing phase
(GuessWhich, Das et al. 2017b), and a task that is
only based on language (MutualFriends, He et al.
2017). We introduce a linguistic metric, Linguis-
tic Divergence (LD), that, by assembling various
metrics used in the literature (Shekhar et al., 2019;
Murahari et al., 2019; van Miltenburg et al., 2019),
measures how much the language generated by
computational models differs, on the surface level,
from the one used by humans. We consider LD to
be a proxy of the quality of machine-generated di-
alogues.

For each task, we compare State-Of-The-Art
(SOTA) models against their TS and LD. In the

2071

Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics, pages 2071-2082
April 19 - 23, 2021. ©2021 Association for Computational Linguistics



core part of the paper, we study the relationship
between the learning process behind TS and LD
by comparing model performance across epochs
and by downsizing the training set. Finally, we
study whether and when a lower LD (i.e., the
generated dialogues are more similar to humans)
could help reach a higher TS.

Our results confirm that models performing
similarly on TS differ quite a lot on their conver-
sational skills, as claimed in Shekhar et al. (2019)
for models evaluated on the GuessWhat game.
Furthermore, we show that:

* SOTA models are much faster in achiev-
ing high performance on the guessing task
compared to reaching a high dialogue qual-
ity (i.e., low LD). Hence, choosing the best
model on task success prevents the model
from reaching better conversational skills;

* SOTA models mostly use very frequent
words; this limited vocabulary is sufficient
for succeeding in a high number of games;

* in GusseWhat, a higher TS could be reached
if the model learns to use also less frequent
words.

2 Related Work

Task-oriented models can be evaluated based on
their task success, but this is not enough to know
whether the generated dialogues are human-like.
The development of quantitative metrics to evalu-
ate the quality of dialogues generated by conver-
sational agents is a difficult challenge (Liu et al.,
2016), and it is under investigation for chit-chat
dialogue systems. For instance, Guo et al. (2017)
study topic diversity in the conversational flow,
which is rather important in chit-chat and open-
domain dialogues, but less so for task-oriented
ones; Kannan and Vinyals (2016), Li et al. (2017),
Bruni and Fernandez (2017) propose to use ad-
versarial evaluation, whereas Lowe et al. (2017),
See et al. (2019), and Hashimoto et al. (2019)
propose automatic systems that build upon human
evaluation. All these efforts are still preliminary
and are not easily employable for new datasets or
new models. Since no standard and unique metric
has been proposed to evaluate the quality of task-
oriented (grounded) conversational dialogues, we
consider a mixture of metrics used independently

in various studies, and we provide a compara-
tive analysis across models and tasks based on the
same set of linguistic metrics.

Neural Networks have been shown to generate
text that sounds unnatural due to the presence of
repeated utterances, poor vocabulary, and incon-
sistency in word usage (Ray et al., 2019). Vari-
ous improvements have been proposed to mitigate
these weaknesses. To prevent the decoder from
choosing words based simply on their frequency,
Li et al. (2019) replace its maximum likelihood
estimation objective, while others change the sam-
pling search strategy (Holtzman et al., 2020; Wu
et al., 2019; See et al., 2019); these changes aim
to reduce the number of repeated questions, to in-
crease the variety of words and their distribution.
Attempts have been made to provide the conversa-
tional models with a reasoning module based on
Bayesian inference (Abbasnejad et al., 2019) or
Rational Speech Act (Shuklar et al., 2019) frame-
works that should lead to more informative and co-
herent questions. Here, we do not propose new
models, but rather aim to better understand the
strengths and weaknesses of current models.

3 Games and Metrics

Our focus is on task-oriented dialogues. We con-
sider a task that relies on grounding language into
vision during question generation, i.e. GuessWhat
(de Vries et al., 2017), a task that requires ground-
ing only at the guessing phase, i.e. GuessWhich
(Das et al., 2017b), and a task based only on lan-
guage, i.e. MutualFriends, (He et al., 2017).

Games As illustrated by the snippets reported in
Table 1, the three tasks also differ in the flexibil-
ity of the dialogues: GuessWhat and GuessWhich
are both based on rigid turns in which an agent
asks questions and the other answers, whereas
MutualFriends has free-form dialogues. More-
over, GuessWhat consists only of Yes/No ques-
tions, while in GuessWhich this constraint does
not apply. Relevant statistics of the three datasets
are summarized in Table 1.

GuessWhat (de Vries et al., 2017) is an asym-
metric garne.1 A Questioner (Q-Bot) has to ask
Yes/No questions to guess which is the target ob-
ject among a set of maximum 20 candidates; while
asking questions, it sees the image containing the

'The dataset of human dialogues is available at ht tps :
//guesswhat .ai/download.
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#dialogues Vocab. size  #candidates  #turns Examples
training  testing
A: Is it a person? B: No.
GuessWhat 108K 23K 4900 3-20 1-10 A:Isitadog? B: Yes.
[A guesses the target object]
A: What color is the car? B: Blue.
GuessWhich 120K 2K 11321 2K 10 A: Who is driving it? B: A man.
[A guesses the target image]
A: My friends work at Google.
MutualFriends 8K 1K 5325 5-12 2-46 B: None of mine do.
[A and B select a friend]

Table 1: Salient statistics of the human dialogues in the three data sets under consideration in this work. The last
column reports samples of dialogues exchanged between two agents (A and B).

candidate objects and it has access to the dia-
logue history. The Answerer (A-Bot), who knows
which is the target, provides the answers. The
two bots learn to speak about the image by being
trained on human dialogues, which have been col-
lected by letting humans play the game. Humans
could stop asking questions at any time (human
dialogues contain on average 5.2 question-answer
pairs), while models have to ask a fixed number of
questions (8 in the setting we have considered).

GuessWhich  (Das et al.,, 2017b) is also an
asymmetric game. Unlike the task described
above, the Q-Bot has to ask questions without see-
ing the candidate images, but it has access to cap-
tions describing the images. Q-Bot can ask any
type of question; the target image has to be se-
lected among 2K candidates at the end of the di-
alogue. The A-Bot instead sees both the caption
and the target image. Human dialogues are from
the VisDial dataset’ and were collected as chit-
chat dialogues (Das et al., 2017a). Both humans
and models have to ask exactly 10 questions.

MutualFriends (He et al., 2017) is a symmetric
game based only on text: two agents, each given
a private list of friends described by a set of at-
tributes/labels, try to identify their mutual friend
based on the friend’s attributes.

Metrics: Since we are interested in the interplay
between the downstream task and the quality of
the generated dialogues, we consider two types of
metrics.

Task Success: We use the task success (TS)
metrics used in the literature to evaluate models
against these tasks, namely accuracy (ACC) for

2VisDial ~ is  available
visualdialog.org/data.

from https://

GuessWhat and MutualFriends, and Mean Per-
centile Rank (MPR) for GuessWhich. The latter
is computed from the mean rank position (MR)
of the target image among all the candidates. An
MPR of e.g., 96% means that, on average, the tar-
get image is closer to the one chosen by the model
than the 96% of the candidate images. Hence, in
the VisDial test set with 2K candidates, 96% MPR
corresponds to an MR of 80, and a difference of £
1% MPR corresponds to F 20 mean rank. The task
success chance levels are: 5% accuracy (Guess-
What), 50% MPR (GuessWhich) and 11.76% ac-
curacy (MutualFriends).

Linguistic metrics: It has been shown that the
quality of the dialogues generated by computa-
tional agents is not satisfactory. The main weak-
nesses of these models consist of poor lexical di-
versity, a high number of repetitions, and the use
of a limited vocabulary. To evaluate the quality
of the generated dialogues (defined as the close-
ness to human dialogues according to surface-
level cues), we use several metrics that have been
proposed in the literature. As in He et al. (2017),
we compute unigram entropy (H), which measures
the entropy of unique unigrams in the generated
dialogues normalized by the total number of to-
kens used by the model. From Murahari et al.
(2019), we take the Mutual Overlap (MO) metric,
which evaluates the question diversity within a di-
alogue by computing the average of the BLEU-4
score obtained by comparing each question with
the other questions within the same dialogue.’

3 A high number of novel questions and low mutual over-
lap cannot be taken per se as a sign of high quality of the
dialogues: a model could ask a question never seen in train-
ing or with very little overlap with the other questions but
completely out of scope. To rule out this possibility, we com-
pute the cosine similarity of each question marked as novel
and with a low mutual overlap with the dialogue they occur
in, and compare it with the similarity between the latter and
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Moreover, following Shekhar et al. (2019), we re-
port the percentage of games with one question re-
peated verbatim (GRQ) within a dialogue. Finally,
we compare models with respect to their ability
on lexical acquisition by calculating the Global
Recall (GR) introduced by van Miltenburg et al.
(2019) to evaluate image captioning: it is defined
as the overall percentage of learnable words (from
the training set) that the models recall (use) during
generation. Furthermore, taking inspiration from
the Local Recall introduced in the same work, we
propose a similar metric tailored to dialogues, i.e.,
Local Recall-d (LRd), which measures how many
content words the generated dialogue shares with
the corresponding human dialogue for the same
game. Given a human dialogue D;, about an im-
age and a generated dialogue D, about the same
image, we compute LRd as the normalized lexical
overlap (considering only content words) between
Dy, and D,,.

We sum up all these linguistic metrics used in
the literature so far into one which we take as a
proxy of the quality of dialogues: it shows the lin-
guistic divergence (LD) of the dialogues generated
by a model from human dialogues. To this end,
we normalize each metric so that all values lie be-
tween O and 1: O stands for human performance
for the “lower is better” metrics and 1 stands for
human performance for “higher is better”” metrics.
We compute LD by averaging all the scaled val-
ues V for each model; we take 1 — V' for “higher
is better” metrics to obtain a “divergence” value.
All the metrics are equally weighted. By defini-
tion, LD is O for human dialogues. LD captures
three main surface-level aspects: overall vocabu-
lary usage (H, GR), diversity of questions/phrases
within a dialogue (MO, GRQ), and similarity of
content word usage with respect to human dia-
logues (LRd). There could be some correlation
between metrics capturing similar aspects of lan-
guage quality, but this does not affect the validity
of the proposed LD metric.

4 Models

For both visual dialogue games, GuessWhat and
GuessWhich, supervised learning has been com-
pared with other learning paradigms. After the

random questions taken from other dialogues. Embeddings
are obtained by using Universal Sentence Encoder-USE (Cer
et al., 2018). We found that novel and low-MO questions are
more similar to their dialogue than the random ones, confirm-
ing the effectiveness of these metrics.

introduction of the supervised baseline model
(de Vries et al., 2017), several models have been
proposed for GuessWhat. They exploit either
reinforcement learning (Sang-Woo et al., 2019;
Zhang et al., 2018b,a; Zhao and Tresp, 2018; Gan
et al., 2019; Pang and Wang, 2020) or cooperative
learning (Shekhar et al., 2019; Pang and Wang,
2020); in both cases, the model is first trained with
the supervised learning regime and then the new
paradigm is applied. This two-step process has
been shown to reach higher task success than the
supervised approach. For GuessWhich, after the
supervised model introduced in Das et al. (2017a),
new models based on reinforcement learning have
been proposed, too (Das et al., 2017b; Murahari
et al.,, 2019; Zhou et al., 2019), but their task
success is comparable if not lower than the one
achieved by using only supervised learning (see
Testoni et al. 2019). Below, we briefly describe
the models we have compared in our analysis.
For each task, we have chosen generative models
trained with different learning paradigms and for
which the code is available; for each paradigm, we
have tried to choose the best performing ones or
those that obtain a task success near to state-of-the
art and could help better understand the interplay
between task success and dialogue quality.

GuessWhat We use the A-Bot introduced in de
Vries et al. (2017), which is trained in a su-
pervised learning (SL) fashion. For the Q-Bot,
we compare models based on different learning
paradigms: supervised and cooperative learning
(GDSE-SL and GDSE-CL, respectively) proposed
in Shekhar et al. (2019) and reinforcement learn-
ing (RL) proposed in Strub et al. (2017). In RL,
the reinforce paradigm used aims at optimizing
the task accuracy of the game. Besides using
different learning paradigms, these models differ
in their architecture. In particular, while in RL
the Question Generator (QGen) and the Guesser
are trained independently, in GDSE a common
visually-grounded dialogue state encoder is used
and the two modules are trained jointly. In both
cases, the Guesser receives as input the candidate
object’s categories and their spatial coordinates,
and during training it is updated only at the end
of the dialogue.*

“The code of the A-Bot and of RL is available
at https://github.com/GuessWhatGame/
guesswhat. The code of GDSE at:
https://github.com/shekharRavi/
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GuessWhich We use the A-Bot introduced in
Das et al. (2017b). For the Q-bot, we compare Di-
verse (Murahari et al., 2019) and ReCap (Testoni
et al., 2019). Diverse and ReCap have similar ar-
chitectures: several encoders incrementally pro-
cess the linguistic inputs to produce the dialogue
hidden state. This state is used to condition a de-
coder that generates a new question at each turn,
and a guesser that is trained to produce the visual
representation of the target image through a fea-
ture regression module. The two models differ in
the encoders used and in the training paradigm.
While Diverse encodes the caption together with
the dialogue history through a Hierarchical LSTM,
ReCap has two independent LSTMs that produce
the linguistic features of the caption and of the di-
alogue history, merged together to produce the di-
alogue hidden state. Secondly, in Diverse, an aux-
iliary objective on the dialogue state embedding
(Huber loss) is used to incentivize the bot to ask
more diverse questions with respect to the imme-
diate previous turn. In ReCap, the Guesser sees
the ground-truth image only at the end of the game
while in Diverse the Guesser is updated at each
turn. ReCap has been trained only by SL, Diverse
both by SL (D-SL) and SL plus RL (D-RL). Fur-
ther details can be found in the respective papers
(Murahari et al., 2019; Testoni et al., 2019).5

MutualFriends We evaluate the model pro-
posed in He et al. (2017), DynoNet (Dynamic
Knowledge Graph Network), in which entities are
structured as a knowledge graph and the utterance
generation is driven by an attention mechanism
over the node embeddings of such graph. The
model is trained via supervised learning and at test
time it plays with itself. DynoNet consists of three
components: a dynamic knowledge graph (which
represents the agent’s private KB and shared di-
alogue history as a graph), and two LSTMs that
map the graph embedding over the nodes and gen-
erate utterances or guess the entity.6

Beyond-Task-Success-NAACL2019.

SThe code for the A-Bot model and for D-SL and D-RL
is available at https://github.com/vmurahari3/
visdial-diversity; it is not specified how the best
models are chosen. For ReCap: we have obtained the code by
the authors and trained the model; we have chosen the model
whose MPR does not increase for the subsequent 5 epochs.

®The code is available at https://github.com/
stanfordnlp/cocoa/tree/mutualfriends.

S Experiments and Results

Shekhar et al. (2019) has shown that in GuessWhat
task success (TS) does not correlate with the qual-
ity of the dialogues. First of all, we check to what
extent this result is task and model agnostic by tak-
ing GuessWhat, GuessWhich and MutualFriends
as case-studies and compare the behaviour of the
models described above.

First, we evaluate the impact of the number of
epochs and the size of the training set; then, we
study whether and when a lower LD could help to
reach a higher TS.

5.1 Task Success and Linguistic Divergence

We evaluate all models described above, in their
supervised, cooperative, or reinforcement learning
version, aiming to test whether some patterns can
be found irrespectively of the model and data ex-
plored. Our results confirm what has been shown
in Shekhar et al. (2019) for GuessWhat: TS does
not correlate with the quality of the generated
dialogues; models with similar TS generate dia-
logues that vary greatly with respect to the lin-
guistic metrics. We run a Spearman’s analysis and
found a very weak correlation between LD and TS
(coefficient < 0.15, p-value < 0.05). Our compar-
ison across tasks shows that both in GuessWhich
and in GuessWhat the vocabulary used by humans
while playing the games in the training and test-
ing set is rather similar (resp., 91% and 84% of
words are in common between training and test-
ing sets). Yet in both visual tasks models reach
an LRd of around 42%. Specifically, the average
mean rank of words they fail to use is 7000 (over
11321) for GuessWhich and 3016 (over 4900) for
GuessWhat. Hence, models mostly use very fre-
quent words. Details on the metrics for each task
and model are reported in Table 2.

5.2 Learning Processes behind TS and LD

We aim to understand the relation between TS
and LD. To this end, we compare the two met-
rics during the training processes across epochs
and by downsizing the training set. For each task,
we consider the models trained in a SL fashion
since those trained with other paradigms build on
them. Hence, we focus on ReCap, GDSE-SL, and
DynoNet.

Comparison Across Epochs We study for how
long a model has to be trained to reach its best
performance on guessing the target referent and
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GuessWhich GuessWhat MutualFriends
D-SL | D-RL | ReCap-SL | Hum | GDSE-SL | GDSE-CL | RL | Hum | DynoNet-SL | H
TS 95.2 | 94.89 96.76 - 48.21 59.14 56.3 | 84.62 0.98 0.82
GR 1 6.46 | 9.04 144 27.69 34.73 36.35 12.67 | 72.98 51.15 65.2
LRd T | 39.93 | 41.83 42.76 - 42.1 42.41 34.51 - - -
MO | | 0.51 0.41 0.23 0.07 0.39 0.23 0.46 | 0.03 - -
GRQ | | 93.01 | 81.17 55.37 0.78 64.96 36.79 96.54 | 0.8 - -
H1 4.03 | 3.92 4.19 4.55 3.52 3.66 242 | 4.21 391 4.57
LD | 0.58 | 0.52 0.38 - 0.46 0.36 0.67 - 0.18 -

Table 2: Comparative analysis of different models on several tasks and datasets.TS: task success. GR: global recall.
LRd: local recall. MO: mutual overlap. GRQ: games with repeated questions. H: unigram entropy. LD: linguistic

divergence. 1: higher is better. |: lower is better.

TSt LD|

i GuessWhat:
GuessWhich: == == ==
MutualFriends: messs == -
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v
\
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Figure 1: Comparison of Task Success (TS, solid
lines) and Linguistic Divergence (LD, dashed lines) for
GDSE-SL (GuessWhat, trained for 100 epochs), Re-
Cap (GuessWhich, trained for 100 epochs), DynoNet
(MutualFriends, trained for 30 epochs); Humans LD
lower-bound metric in yellow. The LD of the gener-
ated dialogues keeps decreasing (moving close to hu-
man level) even though we no longer notice improve-
ments in TS, whose highest value is reached well be-
fore (marked by bullets).

generating human-like dialogues. Figure 1 reports
the TS and the LD of three models trained on the
three tasks under examination. Each line is nor-
malized w.r.t the highest value for each metric, so
that it is possible to see different trends on the
same plot. As we can see from the figure, the
highest TS (marked by bullets) is reached earlier in
GuessWhich and in MutualFriends than in Guess-
What. More interestingly, for all the tasks, the
LD of the generated dialogues keeps decreasing
(moving close to human level) even though we no
longer notice improvements in TS, whose high-
est value is reached well before. Figure 2 (solid
lines) reports the details of the linguistic metrics
used to compute LD. We see that for all tasks a
high entropy is reached already after a few epochs;
this means that though the number of words used

is small, models learn to distribute their use well.
All the other metrics improve through the epochs
quite a lot. For MutualFriends, we do not com-
pute MO and GRQ since the model trained on it,
DynoNet, asks questions referring to different at-
tributes and hence, by design, it generates very
few repetitions. From the results of this first ex-
periment, it emerges fairly clearly that in all ref-
erential games we have considered, models learn
to perform well on the task quite quickly. On
the one hand, this means that choosing the best
model purely on the basis of its TS prevents the
model from developing better linguistic skills,
on the other hand, that the higher quality of the
dialogues does not help reach a higher TS. This
result holds in all cases despite the target being an
entity in a graph described by linguistic attributes
(MutualFriends), an object (GuessWhat) or an im-
age (GuessWhich).

Comparison by Downsizing the Training Set
To understand whether the relation between TS
and LD is related to the size of the training set,
we compare models trained on datasets of decreas-
ing size. We evaluate the models by training them
with 50% and 25% of the standard GuessWhat
and GuessWhich datasets. For MutualFriends, we
have not run the downsizing analysis since the
dataset is too small. For readability reasons, in
Figure 2 we report only the results obtained with
the 25% setting since they represent the observed
pattern well enough. The y-axis reports the met-
rics scaled between 0 and 1. In GuessWhich the
TS (yellow lines) does not decrease by downsizing
the dataset: when using just 25% of the full dataset
(dotted line) it gets very close to the highest MPR
obtained by the model trained on the full dataset
(solid line) already after the first 5 epochs. Inter-
estingly, the linguistic metrics do not get worse ei-
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Figure 2: Comparison across epochs and by downsizing the training data using the following metrics: Task Success
(TS), Games with Repeated Questions (GRQ), Mutual Overlap (MO), Unigram Entropy (H) and Global Recall
(GR); all metrics are scaled between 0 and 1 (y-axis). Left: GDSE-SL on GuessWhat. Middle: ReCap on
GuessWhich. Right: DynoNet on MutualFriends. Downsizing the training data has a higher impact, both for TS
and some linguistic metrics, in GuessWhat than in GuessWhich. Among the linguistic metrics, entropy is the most
stable and GR increases through the epochs in all tasks. For readability, we have not reported Local Recall-d since
its pattern is very close to GR. The dataset of MutualFriends is too small to analyse the effect of downsizing it.

ther, with the only exception of GR. However, in
GuessWhat the TS decreases when downsizing the
training data (again, yellow solid vs. dotted lines)
and dialogues quality is affected too (with the ex-
ception of entropy and GR). This result shows
that in GuessWhat how well the model learns to
ground language plays an important role and
affects the TS. In the next experiment, we aim
to further understand the difference between the
two visual tasks and when LD could impact TS in
GuessWhat.

5.3 When Could Language Quality Impact
Task Success?

First of all, we check the extent to which the di-
alogue is used by the Guesser module to pick the
correct target. Secondly, we evaluate whether the
quality of the dialogues could lead to higher task
success. Finally, we pinpoint when a lower LD
could contribute to succeed in the task.

The role of the dialogues on TS We run a by-
turn evaluation checking whether the information
incrementally gained through the dialogue brings
increased performance. We evaluate ReCap on
GuessWhich and GDSE-SL on GuessWhat. We
find that the performance of ReCap is flat across
the dialogue turns, confirming results reported
in Murahari et al. (2019) for other models. Instead,
the performance of GDSE-SL keeps on increasing
at each turn from the beginning till the end of the
dialogue, though the increase in the first 3 turns is
higher than in the later ones (details in Appendix
A). This suggests that in GuessWhich the role

of the dialogue is rather limited. This might be
due to the highly informative image caption that
GuessWhich models receive together with the di-
alogue to solve the guessing task (Testoni et al.,
2019). Instead, in GuessWhat dialogues do play
a major role in the guessing task. Hence, we
focus on this dataset to understand whether and
when the quality of the dialogue could lead to a
higher task success.

Impact of the quality of dialogues on TS To
check whether the Guesser could profit from di-
alogues of better quality, we evaluate GDSE-
SL using human dialogues. When given hu-
man dialogues, the model reaches an accuracy of
60.6%, which is +8.5% higher than the one it
achieves with the dialogues generated by its de-
coder (52.1%). One hypothesis could be that this
higher TS is due to the mistakes produced by
the A-bot when using instead the generated dia-
logues, but this is not the case: we have evalu-
ated the model when receiving human questions
paired with the A-bot’s answers for each question
and the accuracy drops of only 2.5%. This experi-
ment suggests that a lower LD could indeed lead
to a higher TS.

The role of less frequent words As we have
observed above, models mostly use very frequent
words. Here, we aim to understand to what extent
this penalizes GuessWhat models. In this dataset,
more than half (55%) of the words in the vocabu-
lary are used less than 15 times in the training set.
We refer to this set of words as “rare” words: most
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Questioner

1. Is it a man?
2. Is it food?
3. Is pancake?
4. Is egg?

Questioner
1.Is it edible?

toothpick in it?

Human dialogues

~> model suceeds guessing

Human dialogues

2.Is it a sandwich?
3. Does it have an orange

1 ~> model fails guessing

Generated dialogues

Answerer | Questioner Answerer
No | 1. Isita person? No
Yes | 2. Isitfood? Yes
No | 3. Isit pizza? Yes
Yes | 4. Is it the pizza in front? Yes
5....

~> model fails guessing

Generated dialogues

Answerer | Questioner Answerer
Yes | 1. Isitfood? Yes
Yes | 2. Isitasandwich? Yes

Yes | 3. Is it on the right? Yes

~> model succeeds guessing

Figure 3: Examples of GuessWhat games in which humans use “rare” words (rare words in italic) and the corre-
sponding generated dialogues. The failure of the model could be due to the inability to generate (top) or to encode

(bottom) rare words.
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Figure 4: In GuessWhat, longer human dialogues con-
tain more rare words, more distractors and more dis-
tractors of the same category of the target object.

of them are nouns (79%) or verbs (11%) (e.g., “fe-
line”, “forest”, “compute”, “highlight”).

We check whether there is a relation between
rare words and difficult games. Human dialogue
length is a good proxy of the difficulty of the
games, both for humans and models. Figure 4
illustrates some statistics about human dialogues:
games for which humans ask more questions are
about images with a higher number of distractors,
with a higher number of distractors of the same
category of the target, and with a higher number of
“rare” words. In 10% of the games in the test set,
humans have used at least one rare word. These
dialogues are longer than those that do not contain
rare words (resp., 7.8 vs. 4.7 turns on average).
Interestingly, the accuracy of the model on these

games is lower than the overall accuracy: -13.8%
(48.7% vs. 62.5%) when evaluating it with hu-
man dialogues and -8.3% (45% vs. 53.3%) when
using the dialogues generated by the model itself.
Moreover, the accuracy reached by the model in
the latter setting is lower when comparing games
for which humans have used a higher number of
rare words. Overall, we found that 65% of the rare
words in the human test set show up in games that
the model is not able to solve correctly.

Figure 3 shows some examples of games in
which humans have used a rare word. It illustrates
the human vs. generated dialogue and whether the
model succeeds in guessing the target object when
receiving the former or the latter. The failure of the
model in guessing the target object could be due to
its inability to generate or encode rare words. The
example on top shows that if the model fails to
generate an appropriate word (e.g. the rare word
“pancake’) this can have a domino effect on the
next words and the next questions it generates. On
the other hand, the model can fail to encode rare
words, e.g., “foothpick” in Figure 3-bottom. The
inability to generate rare words could be mitigated
by developing dialogue strategies that produce less
natural but still informative dialogues. For in-
stance, in the example at the bottom, the model
avoids using “foothpick’ by asking a spatial ques-
tion (“Is it on the right?”’) which is rather informa-
tive for the Guesser since it has the coordinates of
each candidate object. These observations show
that current models fail to properly ground and use
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rare words and suggest that, in some contexts, the
use of only frequent words could be behind the
failure in reaching the communication goal.

6 Conclusion

Our work highlights the different complexity of
two sub-tasks involved in referential guessing (vi-
sual) games: guessing the target and asking ques-
tions. We have shown that while learning to win
the game can be reached in a rather short time
(with a few epochs), learning to generate rich
human-like dialogues takes much longer. This
holds for all three tasks and models we have scruti-
nized independently of the size of the vocabulary,
the task, and the learning paradigm used. There-
fore, choosing the best model only on the base
of the task success could prevent the model from
generating more human-like dialogues. We have
shown that in GuessWhich decreasing the size of
the training set does not bring a drop in either
TS (task success, higher is better) or in LD (lin-
guistic divergence, lower is better) and, moreover,
the dialogues play a minor role on TS. Instead,
for GuessWhat, decreasing the size of the train-
ing dataset brings a decrease in T'S and an increase
in LD, and, through dialogues, models accumu-
late information to succeed in the task. Hence,
we have focused our in-depth analysis on Guess-
What. Furthermore, we have investigated whether
and when higher language quality could lead to
higher task success. We have shown that if models
are given human dialogues, they can reach a higher
TS. Hence, LD could boost TS. We have shown
that this boost could help more in difficult games,
i.e. those for which humans ask longer dialogues.
These games contain images with more distractors
and humans use less frequent words while playing
them. Hence, we claim that in GuessWhat mod-
els could increase their accuracy if they learn to
ground, encode and decode words that do not oc-
cur frequently occur in the training set.

In the paper, we propose the LD metric that, de-
spite its limitations (i.e., being based only on sur-
face cues) represents a proxy of the quality of di-
alogues. We believe LD effectively captures the
most common deficiencies of current models and
it allows a straightforward comparison between
different models. As future work, LD can be used
as a training signal to improve the quality of gener-
ated dialogues. Moreover, a comparison between
human quality judgments and LD may shed some

light on the strengths and weaknesses of this met-
ric. Further work is needed to design new met-
rics that capture more fine-grained phenomena and
better evaluate the quality of generated dialogues.
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A Appendix A

Figure 5 reports the token frequency curve for
human dialogues and generated dialogues on the
GuessWhat test set (Zipf’s law). Human dialogues
are clearly more rich and diverse compared to gen-
erated dialogues.

Figure 6 and Figure 7 show the per-turn ac-
curacy of GDSE-SL for GuessWhat and ReCap
for GuessWhich, respectively. For GuessWhat,
we report the simple task accuracy on the game,
while for GuessWhich we use the Mean Percentile
Rank; please refer to the main paper for additional
details. For GuessWhat, the accuracy keeps in-
creasing while new turns are given as input to the
model. For GuessWhich, on the other hand, the
Mean Percentile Rank (MPR) is pretty stable af-
ter very few turns and it is already high at turn 0,
i.e. when only the caption is provided without any
dialogue history.
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Figure 5: Token frequency plot (Zipf’s Law curve) for

human vs. generated dialogues
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Figure 6: GDSE-SL per-turn accuracy on the Guess-

What game.
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Figure 7: ReCap per-turn Mean Percentile Rank (MPR)
on the GuessWhich game
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