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Abstract

This paper describes our submission to shared
task on Meme Classification for Tamil Lan-
guage. To address this task, we explore a mul-
timodal transformer for meme classification in
Tamil language. According to the characteris-
tics of the image and text, we use different pre-
trained models to encode the image and text
so as to get better representations of the im-
age and text respectively. Besides, we design
a multimodal attention layer to make the text
and corresponding image interact fully with
each other based on cross attention. Our model
achieved 0.55 weighted average F1 score and
ranked first in this task.

1 Introduction

In recent years, with the prosperity of social media
platforms, memes have gradually become a part of
online communication. Therefore, it is essential to
detect whether memes are offensive to individuals
or organizations to ensure the diversity and sustain-
ability of content on the Internet. It it a challenging
task to classify whether memes are troll or not. In
addition, there has been a lot of work currently
focused on English (Truong and Lauw, 2019; Xu
et al., 2019; Cai et al., 2019), but little work has
been done for Tamil language.

Shared task on Meme Classification for Tamil
Language fills this gap. The goal of this shared task
is to detect whether memes which are collected
from social media platforms are troll or not. Each
meme has been annotated with troll or not troll
class. Furthermore, a transcription of captions in
Latin script for both Tamil is embedded in each
image. This is a multimodal classification task
that given the image and text pair, systems have to
classify this pair into troll or not troll class.

In this paper, we explore a multimodal trans-
former for meme classification on Tamil language.
According to the characteristics of the image and

Class Train Test
troll 1282 395
not troll 1018 272

Table 1: Statistics of the train and test datasets.

text, we use different pre-trained models to encode
the image and text so as to get better representations
of the image and text respectively. Besides, due
to the particularity of social media text, in many
cases we can only understand the meaning of text
through the corresponding image, so it is essential
to make the text and corresponding image interact
fully with each other. To tackle this issue, we de-
sign a multimodal attention layer based on cross
attention. Our model took first place in this task.

2 Data

The data we used is provided by the organizers
of shared task on Meme Classification in Tamil
Language (Suryawanshi et al., 2020; Suryawanshi
and Chakravarthi, 2021). There are 2300 samples
in the training data. The specific statistics of the
data are shown in Table 1.

2.1 Text Preprocessing
There are two methods used to preprocess social
media text as follow:

• Noise removal: Emojis and extra blanks in
the training data are removed in advance. Ex-
perimental results show that removing these
noise can improve the performance of our
model. The maximum sequence size is 256.

• Tokenization: Texts are tokenized using the
sentencepiece toolkit1 and converted to the
corresponding IDs through the vocabulary of
XLM-RoBERTa (Conneau et al., 2020).

1https://github.com/google/sentencepiece
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Figure 1: Our model architecture.

2.2 Image Preprocessing

Similar to the image preprocessing method in Ima-
geNet (Deng et al., 2009), each image is cropped
and scaled so that the dimension size of each image
is 224×224×3.

3 Proposed Model

In this section, we will present our model for meme
classification on Tamil language. Our model is
mainly divided into three layers: encoding layer,
multimodal attention layer and prediction layer. En-
coding layer is used to obtain word representations
and image representations. Multimodal attention
layer is used to make the text and corresponding
image interact fully with each other. Prediction
layer is used to get the probabilities of all classes.
Overall model architecture is shown in Figure 1.

3.1 Encoding Layer

Text Encoding: Compared with RNN such as
LSTM (Hochreiter and Schmidhuber, 1997) or
GRU (Chung et al., 2014), the pre-trained lan-
guage model like XLM-RoBERTa can learn better
contextual representations of text and also helps
in fighting vanishing and exploding gradient de-
scent. Therefore, we use XLM-RoBERTa as the
encoder of the social media text. Given a sentence
X = {xi}ni=0, where n is equal to 256 and xi is the
sum of token embedding, position embedding and

language embedding of token at position i and the
dimension size of xi is d, we can obtain contextual
representation T = {ti}ni=0 for each word:

T = XLM−RoBERTa(X). (1)

Image Encoding: Since ResNet (He et al., 2016)
is currently the most widely used image feature
extraction network, we use ResNet with 152 layers
as the encoder of the image to extract the features
for each image I ∈ R224×224×3. The output of the
last layer which is denoted as M̂ = {m̂i}49i=1 is
used to represent an image:

M̂ = ResNet(I). (2)

Besides, we use a linear transformation to make
the dimension size of the image representations
consistent with the word representations: M =
W T
MM̂ , where WM ∈ R2048∗d and the length of

M is 49.

3.2 Multimodal Attention Layer
This layer is the core of our model. Due to the par-
ticularity of social media text, although we have ob-
tained representations of the image and text respec-
tively, in many cases we can only understand the
meaning of text through the corresponding image,
so it is essential to make the text and corresponding
image interact fully with each other. To tackle this
issue, we designed a multimodal attention layer
based on cross attention (Tsai et al., 2019).
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Team Metric Precision Recall F1-score
Codewithzichao weighted avg 0.57 0.60 0.55
IIITK weighted avg 0.56 0.59 0.54
NLP@CUET weighted avg 0.55 0.58 0.52
SSNCSE NLP weighted avg 0.58 0.60 0.50
Simon work weighted avg 0.53 0.58 0.49

Table 2: Top-5 of the official leader-board in shared task for meme classification in Tamil language. Systems are
ordered by weighted average F1 score.

Model Metric Precision Recall F1-score
Our submission weighted avg 0.57 0.60 0.55
w/o Multimodal Attention Layer weighted avg 0.56 0.59 0.54

Table 3: Ablation study of our model in the test dataset. w/o means without.

Multimodal Multi-Head Cross Attention:
Similar to multi-head self attention used in
Transformer (Vaswani et al., 2017), multimodal
multi-head cross attention (MMHCA) has three
input vectors: Q = {wi}

nQ

i=1, K = {wi}nK
i=1,

V = {wi}nV
i=1, where wi refers to a d dimension

vector and nK is equal to nV . Attention results are
defined as:

Attni(Qi,Ki) = softmax(
(WQiQi)(WKiK

T
i )√

d/m
)

(3)

V attn
i = Attni(Qi,Ki)(WViVi) (4)

MMHCA(Q,K, V ) = [V attn
1 ; ...;V attn

m ]. (5)

Attentive Word Representations: To obtain
word representations for each image, we use
MMHCA, which take M as queries and T as keys
and values. The attentive word representations are
defined as :

R̂ = LN(M +MMHCA(M,T, T )); (6)

R = LN(R̂+ FFN(R̂)), (7)

where LN is the layer normalization (Ba et al.,
2016) and FFN is the feed-forward network. We
use MMHCA again to obtain final attentive word
representations.

Attentive Image Representations: To obtain
image representations for each word, we use
MMHCA, which take T as queries and M as keys
and values. The attentive image representations are
defined as :

P̂ = LN(M +MMHCA(T,M,M)); (8)

P = LN(P̂ + FFN(P̂ )). (9)

Hyper-parameters Value
Batch size 8
Epoch 50
Learning rate 2e-5
Gradient clipping 0.25
Dropout rate 0.2

Table 4: Hyper-parameters of our model.

After obtaining attentive word representations and
attentive image representations, we concatenate
them as the output of this layer: A = [R;P ].

3.3 Prediction Layer
To classify each image and text pair, we feed A
to a average-over-time pooling layer and then use
softmax to get the probabilities of all classes:

Z = AvgPool(A); (10)

P (y|X, I) = softmax(WZ + b), (11)

where A is the output of multimodal attention layer.
We use focal loss (Lin et al., 2017) to train our
model:

L = −
∑

{X,I}∈S

α(1− P (y|X, I))γ logP (y|X, I),

(12)

where S refers to the train dataset.

4 Experiment and Results

4.1 Experimental Settings
We use Pytorch (Paszke et al., 2017) and Hug-
gingFace’s transformers (Wolf et al., 2020) to im-
plement our model. We use XLM-RoBERTa and
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ResNet-152 as encoders for the text and image, re-
spectively. We use mixed precision training based
on Apex library2. AdamW (Loshchilov and Hutter,
2019) optimizer is used to optimize our model with
a learning rate at 2e-5. We use 5-fold cross valida-
tion to obtain better performance. We use adversar-
ial training (i.e. FGM (Goodfellow et al., 2015)) to
further improve the robustness and generalization
ability of our model. We list all hyper-parameters
of our model in Table 4. we conduct the experi-
ments on NVIDIA Tesla T4 GPUs. Our code is
available at Github3.

4.2 Results and Ablations

The top five results in this task have been shown
in Table 2. Our model achieved 0.55 weighted
average F1 score and ranked first. Besides, our
result is 0.01 higher than the second.

In addition, to prove the effectiveness of mul-
timodal attention layer, we conduct the ablation
experiment. The ablation result is shown in Ta-
ble 3. When multimodal attention layer is removed,
the final result drops by 0.01, which indicates that
multimodal attention layer is considerably useful.

5 Conclusion

In this paper, we present a multimodal transformer
for meme classification on Tamil language. Using
ResNet and XLM-RoBERTa for the image and text,
we obtain better representations of the image and
text. Besides, we design a multimodal attention
layer to make the text and corresponding image in-
teract fully with each other. Finally, our model took
first place in this task which demonstrates the effec-
tiveness of our model. In future research, we will
explore ways to better filter irrelevant information
in the image and text to obtain better performance.
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