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Abstract

Offensive speech identification in countries
like India poses several challenges due to the
usage of code-mixed and romanized variants
of multiple languages by the users in their
posts on social media. The challenge of of-
fensive language identification on social me-
dia for Dravidian languages is harder, con-
sidering the low resources available for the
same. In this paper, we explored the zero-
shot learning and few-shot learning paradigms
based on multilingual language models for of-
fensive speech detection in code-mixed and ro-
manized variants of three Dravidian languages
- Malayalam, Tamil, and Kannada. We pro-
pose a novel and flexible approach of selec-
tive translation and transliteration to reap bet-
ter results from fine-tuning and ensembling
multilingual transformer networks like XLM-
RoBERTa and mBERT. We implemented pre-
trained, fine-tuned, and ensembled versions of
XLM-RoBERTa for offensive speech classifi-
cation. Further, we experimented with inter-
language, inter-task, and multi-task transfer
learning techniques to leverage the rich re-
sources available for offensive speech identi-
fication in the English language and to enrich
the models with knowledge transfer from re-
lated tasks. The proposed models yielded good
results and are promising for effective offen-
sive speech identification in low resource set-
tings.!

1 Introduction

Offensive speech is defined as speech that causes
a person to feel upset, resentful, annoyed, or in-
sulted. In recent years, social media such as Twit-
ter, Facebook and Reddit have been increasingly
used for the propagation of offensive speech and
the organization of hate and offense-based activi-
ties (Mandl et al., 2020; Chakravarthi et al., 2020e).

'nttps://github.com/SivaAndMe/TOLIDL_
DravidianLangTech_EACL_2021
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In a country like India with multiple native lan-
guages, users prefer to use their regional language
in their social media interactions (Thavareesan and
Mahesan, 2019, 2020a,b). It has also been iden-
tified that users tend to use roman characters for
texting instead of the native script. This poses a
severe challenge for the identification of offensive
speech, considering the under-developed method-
ologies for handling code-mixed and romanized
text (Jose et al., 2020; Priyadharshini et al., 2020).

Until a few years ago, hate and offensive speech
were identified manually which is now an impos-
sible task due to the enormous amounts of data
being generated daily on social media platforms.
The need for scalable, automated methods of hate
speech detection has attracted significant research
from the domains of natural language processing
and machine learning. A variety of techniques
and tools like bag of words models, N-grams,
dictionary-based approaches, word sense disam-
biguation techniques are developed and experi-
mented with by researchers. Recent developments
in multilingual text classification are led by Trans-
former architectures like mBERT (Devlin et al.,
2018) and XLLM-RoBERTa (Conneau et al., 2019).
An additional advantage of these architectures, par-
ticularly XLLM-RoBERTza, is that it yields good
results even with lower resource languages and this
particular aspect is beneficial to Indian languages
which do not have properly established datasets. In
our work, we focused on using these architectures
in multiple ways. However, there is a caveat in
directly using the models on the romanized or code-
mixed text: the transformer models are trained on
languages in their native script, not in the roman-
ized script in which users prefer to write online. We
solve this problem by using a novel way to convert
the romanized sentences into their native language
while preserving their semantic meaning - selective
translation and transliteration.
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This work is an extension of (Sai and Sharma,
2020). Our important contributions are as follows
1) Proposed selective translation and transliteration
for text conversion in romanized and code-mixed
settings which can be extended to other romanized
and code-mixed contexts in any language. 2) Exper-
imented and analyzed the effectiveness of finetun-
ing and ensembling of XLM-RoBERTa models for
offensive speech identification in code-mixed and
romanized scripts. 3) Investigated the efficacy of
inter-language, inter-task, and multi-task transfer
learning techniques and demonstrated the results
with t-SNE (Maaten and Hinton, 2008) visualiza-
tions.

The rest of the paper is organized as follows:
In section 2, we discuss related work followed by
datasets’ description in section 3. Section 4 de-
scribes methodology and section 5 discusses about
results. Finally, we conclude the paper in section 6.

2 Related works

Two major shared tasks organized in offensive lan-
guage identification are OffensEval 2019 (Zampieri
et al., 2019) and GermEval (Struf} et al., 2019).
Other tasks related to offensive speech identifica-
tion include HASOC-19 (Mandl et al., 2019) which
dealt with hate speech and offensive content identi-
fication in Indo-European languages, TRAC-2020
(Kumar et al., 2020), which dealt with aggression
identification in Bangla, Hindi and English. While
HASOC-19 and TRAC 2020 dealt with offensive
speech identification in Indian languages of Bangla
and Hindi, HASOC-Dravidian-CodeMix - FIRE
2020 (Chakravarthi et al., 2020b) is the first shared
task to conduct offensive speech identification task
in Dravidian languages.

Researchers used a wide variety of techniques
for the identification of offensive language. Re-
cently, (Ranasinghe and Zampieri, 2020)(work pub-
lished after the first version of this paper was sub-
mitted) used the XLM-RoBERTa model for of-
fensive language identification in Bengali, Hindi,
and Spanish. They show that the XILM-R model
beats all other previous approaches for offensive
language detection. (Saha et al., 2019), used the
LGBM classifier on top of the combination of mul-
tilingual BERT and LASER pre-trained embed-
dings in HASOC-19. (Mishra and Mishra, 2019)
fine-tuned monolingual and multilingual BERT
based network models to achieve good results in
identifying hate speech. (Risch and Krestel, 2020)
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used an ensemble of BERT models with different
random seeds for aggression detection on social
media text, which is the inspiration behind our en-
sembling strategy with XLM-RoBERTa models.
There has been less research on text classification
in Dravidian languages and there is no research in
offensive speech identification for Dravidian lan-
guages so far. (Thomas and Latha, 2020) uses a
simple LSTM model for sentiment analysis in the
Malayalam language. Our work adresses this gap
of less research in offensive speech identification
methods for Dravidian languages and the systems
proposed can be extended to other Indian and for-
eign languages as well.

3 Datasets

The datasets used in this work were taken
from three competitions - HASOC-Dravidian-
CodeMix - FIRE 2020 (Chakravarthi et al.,
2020a,c,b,d; Chakravarthi, 2020) (henceforth
HDCM), Sentiment Analysis for Dravidian Lan-
guages in Code-Mixed Text (Chakravarthi et al.,
2020a,d)(henceforth SADL) and Offensive Lan-
guage Identification in Dravidian Languages
(Chakravarthi et al., 2021; Hande et al., 2020;
Chakravarthi et al., 2020d,a)(henceforth ODL). As
a part of HDCM, there were two binary classi-
fication tasks, with the second task having two
subtasks. The objective of all of the tasks was
the same: given a Youtube comment, classify
it as offensive or not offensive. But the format
and language of data provided to different tasks
were different: Code-mixed Malayalam for Task-
1(henceforth referred to as Mal-CM), Tanglish for
Task- 2a(henceforth referred to as Tanglish), and
Manglish for Task-2b(henceforth referred to as
Manglish). From ODL, we used the Kanglish
dataset provided. Originally, the task proposed
in ODL is a multi-class classification problem with
multiple offensive categories. However, to main-
tain uniformity among the datasets, we divided
the classes into two - offensive and not offensive.
Offensive-Targeted-Insult-Individual, Offensive-
Targeted-Insult-Group, Offensive-Untargeted, and
Offensive-Targeted-Insult-Other classes in the
dataset are renamed as offensive, and all the non-
Kannada posts are removed from the dataset. As far
as SADL is concerned, we used the given sentiment
analysis datasets as helper datasets in inter-task
transfer learning technique(4.5). OLID (Zampieri
etal., 2019) is a dataset for offensive language iden-



Task Train Dev  Test
OFF | NOT

Mal-CM | 567 | 2633 | 400 | 400

Tanglish | 1980 | 2020 | - 940

Manglish | 1952 | 2048 | - 951

Kanglish | 1151 | 3544 | 586 | 778

OLID 4400 | 8840 | - 860

Table 1: Statistics of the offensive speech datasets used
in this work.

tification in the English language and we used it as
a helper dataset for inter-language transfer learn-
ing technique (4.4). It consists of 14,100 tweets
as stated before; each tweet is annotated as offen-
sive or not-offensive(subtask-A). The statistics of
the offensive speech datasets used in this work are
provided in table 1.

4 System description

4.1 Preprocessing

Further, we have done following pre-processing on
text for all the datasets: a) Lower case the roman-
ized words. This step is not performed for words
written in Malayalam script in Mal-CM as there
is no such casing used in Malayalam script. b)
Remove emojis from text. ¢) Remove all special
characters, numbers and punctuation. d) Remove
user mentions as they generally do not carry any
semantic meaning.

4.2 Selective translation and
transliteration(STT)

This is a novel idea we have used to get a proper
representation of text in the native script for the
final neural architecture training. The pseudo-code
for the proposed algorithm is given in Algorithm
1. The primary need for this step is as follows: Re-
cent advancements in state-of-the-art multilingual
NLP tasks are led by Transformer architectures like
mBERT and XLM-RoBERTa which are trained on
multiple languages in the native script but not in
the romanized script?. Hence to reap better results
by fine-tuning these architectures, the text is to be
in a native script(for example, Tamil text in Tamil
script).

To convert text into the native script, we cannot
rely on neural translation systems, particularly in

Zexcept few languages like Telugu, Tamil and Urdu for
XLM-RoBERTa.
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tweets where users tend to write informally using
multiple languages. Also, translating romanized
non-English language words into that particular
language does not make any sense in our context.
For example, translating the word "Maram”(which
means tree in Tamil) directly into Tamil would se-
riously affect the entire sentence’s semantics in
which the word is present because "Maram” will
be treated as an English word. In many cases,
valid translations from English to a non-English
language would not be available for words.

So, as a solution to this problem, we propose
selective transliteration and translation of the text.
In effect, this process of conversion of romanized
or code-mixed text(for example, Tanglish) is to
transliterate the romanized native language(Tamil)
words in the text into Tamil and translate the En-
glish words in the text into Tamil selectively. The
segregation of English words and native language
words in a given sentence is done using a big corpus
of English words from NLTK-corpus®. The idea of
this selective conversion is based on the observation
that in romanized native language comments(like
Tanglish), users tend to use English words only
when they can convey the meaning better with the
English word or when the corresponding native lan-
guage word is not much used in regular conversa-
tions. For example, the word “movie” is preferred
by Tamil-users than its corresponding Tamil word.

The translation of words is done using Google
Translate API*, and transliteration is done with the
help of BrahmiNet API. The detection of language
script is carried out with the help of langdetect
APIS.

4.2.1 Variation of STT algorithm

In some tweets, the direct translation of interme-
diate English words present in them can affect the
semantics negatively, and it may be better to keep
them as they are. So, we have experimented with
this variation of the STT algorithm - only transliter-
ate the non-English words into their corresponding
language and keep the English words as they are.
We observed that the cross-lingual nature of the
XLM-RoBERTa model can efficiently handle these
types of mixed script sentences.

*https://www.nltk.org/
*nttps://pypi.org/project/googletrans/
Shttp://www.cfilt.iitb.ac.in/
brahminet/static/rest.html
*https://pypi.org/project/langdetect/
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Algorithm 1: Algorithm for Selective
Translation and Transliteration of code
mixed and romanized languages

Input

:Romanized or Code-mixed text T’
and desired native language for the
final script L

Output : Text in native script

1 Initialization: EngWords = Set of all english

words

2 words = splitSentIntoWords(7")

3 LOOP Process

4 for i=0 to len(words) do

5 word = words|[]

6 if(detectLanguageScript(word)==L)

then

continue
else if(word in EngWords) then
words[:] = translate(word, L)
else
words[7] = transliterate(word, L)

12 endif

13 end for

14 return joinWordsToSent(words)

10
11

4.3 Models

Recent studies show that pre-trained word em-
beddings and fine-tuning of state-of-the-art Trans-
former architectures show better performance in
text classification compared to classical machine
learning approaches like N-gram features with bag
of words models (Saha et al., 2019). So we directed
our entire focus on using the word-embeddings of
transformer architectures both pre-trained and fine-
tuned for text classification. The text obtained us-
ing selective translation and transliteration is used
in further steps.

4.3.1 XLM-RoBERTa

XLM-RoBERTa (Conneau et al., 2019) is a large
multilingual model trained on 2.5TB of Common-
Crawl data in 100 different languages. It shows im-
proved performance on low-resource languages and
outperforms other transformer models like mBERT
on cross-lingual benchmarks. The model gives
good performance on multilingual datasets without
losing the competitive edge on monolingual bench-
marks.The base version of the XLM-RoBERTa
model consists of 12 hidden layers, 250k parame-
ters, and 12 attention heads.
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4.3.2 Pre-trained word embeddings

Transfer learning using pre-trained word embed-
dings is proved to be useful for offensive speech
detection tasks (Saha et al., 2019). So we experi-
mented with XLM-RoBERTa pre-trained embed-
dings in our work. The pre-trained XLM-R model
takes text as input and outputs feature vector of size
1024 for each token in the sentence. We take the
average of the feature vectors for all tokens as the
final feature vector for the entire sentence.

The pretrained feature vectors of size 1024 are
given as input to classical classification algorithms
like Logistic Regression. We performed an exhaus-
tive classifier search among 16 classifiers like Deci-
sionTreeClassifier, XGBoostClassifier, etc., to find
the classifier that performs better for each task. Our
observations show that Logistic Regression outper-
forms others for Tanglish and Manglish datasets,
whereas MLP classifier shows better performance
for Mal-CM. We also experimented with a neural
network classifier on top of the word embeddings
in place of classical algorithms. However, it did not
improve the performance much. We have used the
Pytorch’ framework to obtain pre-trained XLM-R
embeddings and Sklearn® for classifiers.

4.3.3 Fine-tuning Transformer architectures

When we extract features from the pre-trained
model, we are using the base model as it is. How-
ever, we can fine-tune the base model to customize
on our dataset to improve performance. We used
Multilingual BERT (uncased) (Devlin et al., 2018),
XLM-RoBERTa(both base and large versions) for
fine-tuning. For both mBERT and XLM-R, the
final hidden state of first token [CLS] (which repre-
sents the entire sentence) is fed to a softmax layer
for text classification. We performed minimal hy-
perparameter tuning. Early stopping with a pa-
tience of 10 is used targeting the f1-weighted score.
A maximum sequence tokens length of 70 is used
for all the models based on the observation that
around 95% of posts have lesser than 70 tokens.
AdamW optimizer with a weight decay of 0.01
is utilized. Cross entropy loss is used as the loss
function. We have evaluated the model once for
every 100 batches during fine-tuning with 50 as
maximum number of epochs. It implies that the
model is evaluated once for every 1.25 epochs. All
the experiments in this work are performed using

"https://pytorch.org/
8https://scikit-learn.org/
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Google Colab GPU runtime®.

4.3.4 Ensembling Transformer architectures

The instability and variance of the transformer
architectures’ performance is the motivation be-
hind this ensembling strategy (Risch and Kres-
tel, 2020). (Devlin et al., 2018) show that the
performance(accuracy score) of the BERT model
on small datasets, such as the Microsoft Research
Paraphrase Corpus (MRPC), varies between 84%
and 88%. In our experiments with XLLM-R base
models, we observed a similar pattern:+ 5% F1-
weighted score for Mal-CM and Manglish, and
+4% F1-weighted score for Tanglish on validation
data. This variance can be created by slight changes
in hyperparameters(random seed particularly) and
training data. The random seed of a model affects
the initialization of weights of the final classifica-
tion layer. Furthermore, change in random seed
while splitting the data into train and validation
sets decide which samples go into each of them.
This also affects the ordering of the samples in a
particular set.

We experimented with 10 different random seeds
on XLM-R base model. (Risch and Krestel, 2020)
reports that 15 is the optimal number of BERT
models for ensembling and that the performance
plateaus above that number. In our experiments
with XLM-R base, we observed that ensembling
10 models is optimal, where each model corre-
sponds to a different random seed. All other hyper-
parameters are kept the same as that of 4.3.3 for
ensembling. We used soft-majority voting to com-
bine predictions of these ten models. Soft majority
voting simply adds the probabilities of each class
from all the models and chooses the one with high-
est probability as the predicted class.

Apart from ensembling of same XLM-RoBERTa
models, we also experimented with ensembles
of different models : XLM-RoBERTa base +
XLM-RoBERTa large and XLM-RoBERTa base
+ mBERT to analyse the effect of diversity of archi-
tectures on the performance.

4.4 Inter-language transfer learning

The intuition behind this transfer learning tech-
nique is as follows: the patterns of expression of
offensive content can have similarities across dif-
ferent languages. Hence, fine-tuning the neural
network first on a large scale dataset and using its

‘https://colab.research.google.com/
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Figure 1: Mal-CM - STT variant XLM-R - confusion
matrix

knowledge(weights) to fine-tune the model on an-
other smaller or under-resourced language dataset
can improve the performance. The size of OLID
dataset is large as compared to the datasets that we
are targeting in our work. We first fine-tune the
XLM-RoBERTa model (base version) on the OLID
dataset. After this first fine-tuning step, the weights
of all layers except the pre-final fully connected
layer and the final softmax layer are used for ini-
tializing the XLM-RoBERTa model, which is to be
fine-tuned for offensive speech classification in a
Dravidian language.

4.5 Inter-task transfer learning

In this type of transfer learning technique, the
knowledge learned by fine-tuning a language model
with a particular objective is transferred to another
language model for achieving a different objec-
tive. In our work, we keep the language of the
datasets for the two tasks the same. However, it
can be different, as well. Firstly, we fine-tune the
XLM-RoBERTa model for multi-label multi-class
sentiment analysis in a particular code-mixed and
romanized language and use the final weights of
the neural network layers for initializing weights
for another XLM-RoBERTa model, which is used
for offensive speech identification in the same code-
mixed language. The weights of the final softmax
layer are not transferred, as it is evident that two dif-
ferent tasks are being dealt with here. We used this
technique for Tanglish and Manglish datasets be-
cause the corresponding sentiment analysis datasets
are available only for these languages. We used
datasets from SADL for the initial fine-tuning. We
show that the first model’s knowledge in dealing
with code-mixed languages is helpful for the sec-
ond model.
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Task XLMR-pretrained+clf | mBERT | XLMR-B | XLMR-B+ mBERT | XLMR-B + XLMR-L
Mal-CM 0.88 0.91 0.93 0.93 0.93
Tanglish 0.78 0.83 0.86 0.88 0.85
Manglish 0.67 0.60 0.69 0.69 0.69
Kanglish 0.80 0.81 0.82 0.82 0.82

Table 2: Results on Validation data - F1-Weighted score
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Figure 2: Tanglish - Ensemble of XLMR models - con-
fusion matrix

4.6 Multi-task transfer learning(MTL)

As the name implies, the neural network learns two
or more tasks simultaneously in this type of transfer
learning technique. The intuition behind this tech-
nique is that the learning of the model is enhanced
by dealing simultaneously with multiple tasks due
to the inherent similarities and differences present
in data and the learning approach. (Caruana, 1998)
states that the goal of MTL is to improve the gen-
eralization capability of the model by leveraging
domain specific knowledge present in the training
data of related tasks. In our work, we experimented
with MTL on the Kanglish dataset, with two related
tasks - fine-grained and coarse-grained identifica-
tion of offensive speech. To implement MTL, two
separate fully connected layers are added on top
of the same XLLM-R model for final classification.
The loss is an aggregate of the individual losses
of two tasks. In our context, the goal is to im-
prove the coarse-grained classification(offensive
or not-offensive) with the help of fine-grained
classification(not-offensive or offensive-targeted-
insult-individual or offensive-targeted-insult-group
or offensive-untargeted or offensive-targeted-insult-
other).

5 Results and discussion

To test the performance of our proposed models,
we had evaluated them on validation data before the
test set was made available by the concerned task
organizers. When unlabeled test data was released,
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Figure 3: Manglish - Ensemble of XLMR models - con-
fusion matrix

we used the above-mentioned validation data as
dev set to develop the model, and final predictions
are made using these models. Ensemble of XLM-
RoBERTa models is not experimented on dev data
due to computational limitations. Nevertheless, we
verified the better performance of Ensemble models
with few random seeds and directly used them for
final training.

5.1 Results on validation data

We created stratified dev sets from training data
for Tanglish and Manglish. The dev sets for Mal-
CM and Kanglish are provided by the organizers
of HDCM and ODL respectively. And these dev
sets are used for final internal valuation as test sets.
A 10% of training data was used as dev data for
training for all the tasks. The results are shown
in table 2. In the case of pre-trained embeddings,
clf(classifier) used is Logistic Regression for Tan-
glish, Kanglish and Manglish tasks and MLP for
Mal-CM. Because XLM-RoBERTa is also trained
on Tamil dataset in roman script, we experimented
with directly feeding the pre-processed Tanglish
text to the model without STT. But, the perfor-
mance is significantly lower than the model which
follows entire pipeline.

It can be observed from the table 2 that fine-
tuning models gave better results than directly us-
ing off-the-shelf embeddings. But for Manglish
and Kanglish, pre-trained embeddings come closer
to fine-tuned models in performance. The superior



Model

\ Mal-CM \ Tanglish \ Manglish \ Kanglish ‘

STT + XLMR 0.92 0.90 0.73 0.82

STT variant + XLMR 0.96 0.90 0.75 0.82
Ensemble of XLMR models 0.95 0.90 0.79 -

Inter-language Transfer Learning 0.94 0.87 0.75 0.81
Inter-task Transfer Learning 0.94 0.90 0.71 -

Multi-task Transfer Learning - - - 0.78

Table 3: Results on test data - F1-Weighted
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Figure 5: t-SNE visualization for Mal-CM on test data

performance of XLMR-base model in all the tasks
can also also be inferred. This is the reason, we
chose XLMR-base for ensembling strategy.

5.2 Results on test data

We submitted the models proposed for Mal-CM,
Tanglish, and Manglish to HDCM and the results
were encouraging. Our submissions topped two
out of three tasks(Mal-CM and Tanglish) and stood
second in the third task lagging the top model only
by 0.01 points(Manglish). We can see that the test
F1-weighted scores are slightly better than vali-
dation results for Mal-CM and Tanglish tasks (ta-
ble 3). And the results on test data are signifi-
cantly higher than results on dev data for Manglish
task(8% higher). It can be inferred that perfor-
mance scores for Manglish are significantly less
than those of Tanglish task(10% lower). We at-
tribute this to agglutinative and inflectional nature
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of Malayalam language.

STT v/s STT variant

From the results, it can also be observed that the
XLM-R model using STT variant algorithm per-
formed better than(or at par with) XLM-R model
using STT on all datasets. We attribute this to
the efficiency of XLM-R model to handle cross-
lingual sentences(Conneau et al., 2019). More-
over, in some instances, the STT may give bad
translations. For instance, when the sentence is
entirely in English, STT algorithm translates ev-
ery word, affecting the meaning of the sentence
because, in general, the word-to-word translation
of a sentence will not give the correct meaning in
the target language. This is a drawback of STT.
But the assumption that most of the corpus text
is in code-mixed and romanized format reduces
the issues from this drawback. Notably, the STT
variant based model performs even better than the
ensemble of XLMR models(which is computation-
ally intensive) on some datasets.

Inter-language and inter-task transfer learning
The initialization of weights from OLID based
XLM-R model(inter-language transfer learning
technique) helped Mal-CM and Manglish com-
pared to the basic XLM-R model(with STT) while
decreasing the performance for Tanglish. The ini-
tialization of weights from SADL based XIL.M-
R model(inter-task transfer learning technique)
increased the performance for Mal-CM and de-
creased the performance for Manglish compared to
the basic XLM-R model.

Although the inter-language and inter-task trans-
fer learning did not improve the results largely, we
observed that the initial validation scores while
training are significantly higher for those with
SADL or OLID based initialization compared to
a model initialized with random weights. We at-
tribute this to the initial transfer of useful knowl-
edge from the SADL and OLID tasks.



- . #. .-‘ ‘ | Noteg:i'szsive
.o.;'?% ::'.-::-'E.n o’ —r
ve ot 35 ot
- ‘f*{- ‘{“.E:g-’:'k H - X
O et Sem iy
k-2 et = :3" ":-.4.31"‘.'
2 L o?&" . " '
ege’ oW, t"__'_ Y
° = :-e-f t (2“" -
"'ﬁ-?uﬁuﬁ ¢

‘ mm Not Offensive
Em Offensive
KA -t 2N
AN it
f Lom s P S v 8
PR 1 Wi TN S B
AR S .-5-.5‘. ™ -.1". R
o Y i-";.-' Kl o
e a3t N .#.re - Pl XY t %o [ 3
,n‘-:., ?{‘:;'- \?n-%.“ % " J
. :{f-} . Py
e >t L e =

Figure 6: t-SNE visualization for Tanglish on test data

Multi-task transfer learning
The notable decrease of F1-weighted score for
multi-task learning based XILM-R model for Kan-
glish corroborates with the findings of (Sun et al.,
2019). Although the task of coarse-grained classifi-
cation (as a part of MTL) did not gain anything, the
fine-grained classification has substantial gains in
terms of performance. This second task achieved
an Fl-weighted score of 72.8% for fine-grained
classification with five classes, which is fair enough
considering that the best F1-weighted score for two-
way classification is 82%(as shown in table 3).
We could not perform certain experiments(refer
table 3) like SADL-based weight initialization for
Kanglish and MTL with datasets other than Kan-
glish because of lack of suitable datasets.

t-SNE Visualizations and Confusion matrices
We projected the 768-dimensional feature vectors
obtained from the final layer of XLM-RoBERTa
model(with STT) onto a two-dimensional space
using t-SNE algorithm (Maaten and Hinton, 2008)
for all the tasks on test data (refer figures 5,6,7
and 8 ). The distinction between two clusters in
all of the t-SNE visualizations are clearly in line
with the results given in table 3. For example, the
clusters for Tanglish(figure 6) and Mal-CM(figure
5) are almost well segregated, but the clusters for
Manglish(figure 7) are overlapping. We have also
provided the confusion matrices for best perform-
ing models on each dataset - STT variant XLMR
model for Mal-CM(figure 1), ensemble of XLMR
models for Tanglish(figure 2) and Manglish(figure
3), and STT XLMR model for Kanglish(figure 4).

6 Conclusion

In this paper, we have presented various techniques
and neural network models to identify offensive
language in social media text for code mixed and
romanized Dravidian languages. A novel tech-
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Figure 8: t-SNE visualization for Kanglish on test data

nique of selective translation and transliteration
is proposed to deal with code-mixed and roman-
ized offensive speech classification in Dravidian
languages. This technique is flexible and can be
extended to other languages as well. For classifica-
tion, classical classifiers on top of pre-trained em-
beddings, fine-tuned XLM-RoBERTa models, and
an ensemble of XLM-RoBERTa models are used.
We experimented with different transfer learning
techniques to leverage the offensive speech datasets
from resource-rich languages. Our work also points
to the usefulness of Transformer architectures, par-
ticularly XLM-RoBERTa, for low resource lan-
guages like Tamil and Malayalam. Our proposed
models show an average performance of 85% F1-
weighted score across all datasets.
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