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Abstract

This paper describes our approach to the
CLPsych 2021 Shared Task, in which we
aimed to predict suicide attempts based on
Twitter feed data. We addressed this chal-
lenge by emphasizing reliance on prior do-
main knowledge. We engineered novel theory-
driven features, and integrated prior knowl-
edge with empirical evidence in a principled
manner using Bayesian modeling. While
this theory-guided approach increases bias and
lowers accuracy on the training set, it was suc-
cessful in preventing over-fitting. The models
provided reasonable classification accuracy on
unseen test data (0.68 < AUC < 0.84). Our
approach may be particularly useful in predic-
tion tasks trained on a relatively small data set.

1 Introduction

Suicide is a troubling public health issue (Haney
et al., 2012), with an estimated prevalence of over
800,000 cases per year worldwide (Arensman et al.,
2020). Suicide rates have been climbing steadily
over the past two decades (Curtin et al., 2016;
Naghavi, 2019; Glenn et al., 2020), especially
in high-income countries (Arensman et al., 2020;
Haney et al., 2012). Research has identified many
risk factors linked to suicide (Franklin et al., 2017;
Ribeiro et al., 2018), and suicide attempts (Yates
et al., 2019; Miranda-Mendizabal et al., 2019). De-
spite these advances, directing these insights into
real-life risk identification and suicide prevention
remains challenging (Large et al., 2017b,a). Early
identification is crucial, as direct, brief, and acute
interventions are helpful in preventing suicide at-
tempts (Doupnik et al., 2020).

For the sake of early detection, there are in-
creasing attempts to try and find warning signs
in publicly-available social media data. As part of
this effort, the 2021 Computational Linguistics and
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Clinical Psychology Workshop (CLPysch), have
provided access to de-identified Twitter feeds of
individuals who have made suicide attempts (as
well as others who have not), with the task of pre-
dicting suicide attempts based on tweets up to 30
days (Subtask I) or 182 days (Subtask 2) before
such attempts.

Machine-learning algorithms and natural lan-
guage processing ("NLP") methods have proven
highly useful on many prediction problems. Cur-
rent approaches typically rely on inductive algo-
rithms that learn regularities in the data. When
data are noisy (as is the case in human behavior),
the ability to generalize predictions often depends
on the size of the training set. Given the sensitive
nature of suicide-related data, labeled data on this
matter are scarce. This relative scarcity of training
examples (e.g., 114/164 individuals in the current
task) presents a difficult prediction problem, and
increased risk of model over-fitting.

In light of the unique properties of this problem,
we reasoned that an emphasis on domain knowl-
edge (rather than on algorithmic solution) is war-
ranted, and may help reduce over-fitting. Therefore,
we adopted the following principles for the predic-
tion task: 1. We used logistic regression rather than
potentially more complex models that are often
more prone to over-fitting (e.g., DNN, SVM, RF). 2.
We engineered and evaluated many theory-driven
features, based on our domain expertise in psychol-
ogy (e.g., Simchon and Gilead, 2018). 3. We inte-
grated prior knowledge and the empirical evidence
in a principled manner. Using Bayesian modeling,
we incorporated empirical priors from past findings
in psychology literature. When we lacked specific
priors for a feature of interest, we regularized our
parameters using general, domain-level empirical
priors (van Zwet and Gelman, 2020), derived from
a meta-analysis of replication studies in psychology
(Open Science Collaboration et al., 2015).
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2 Methodology

Participants in the Shared Task were given a train-
ing set which consisted of 2485 tweets from 114
individuals, 57 having attempted suicide and 57
controls, in the 30-day set, and 15928 tweets from
164 individuals, 82 in each group, in the 182-day
set.

2.1 Features

Feature with Informed Priors  Effect-Size (r)

Adverbs-SD 0.113
Anger-M 0.068
Anger-SD 0.068
Body-SD 0.07

Female-M 0.105
Female-SD 0.105
Focus-On-Present-SD 0.095
Informal-SD 0.041

Ingest-SD 0.021

I-Pronouns-M 0.046
Negative-Emotion-M 0.141

Negative-Emotion-SD 0.141
Pronouns-M 0.137
Personal-Pronouns-M 0.015
Sexual-M 0.073
Sexual-SD 0.073
Swear-Words-M 0.055
Swear-Words-SD 0.055
Verbs-M 0.101
Work-M -0.099
They-M 0.025

Table 1: LIWC Features with Informed Priors (Effect
sizes from Eichstaedt et al., 2018). Effect sizes entered
the model on the log odds scale. Shown here in Pear-
son’s r for convenience.

Twitter behavioral aspects: We counted the
number of replies to others, and the number of
unique fellow users mentioned in replies. The in-
tuition behind these metrics being that they reflect
on the social engagement of users. Loneliness and
social isolation are robust risk factors for suicide
(Leigh-Hunt et al., 2017; Franklin et al., 2017). The
proportion of tweets written late at night (23:00
— 5:00) was measured, as sleep disorders are re-
lated to depression and suicidal ideation (Liu et al.,
2020).

LIWC: The Linguistic Inquiry and Word Count
(Pennebaker et al.,, 2015), is a widely used

dictionary-based program for automatic text anal-
ysis. LIWC scales tap into psychological and lin-
guistic features, and provide a good overview into
an individual’s psychological makeup (Chung and
Pennebaker, 2018). LIWC has been used in analyz-
ing social media prior to suicide attempts (Copper-
smith et al., 2016), as well as in analysis of suicide
notes (Pestian et al., 2012) and poems of poets who
later committed suicide (Stirman and Pennebaker,
2001). A central finding from LIWC analyses on
suicidal populations is an increase in words pertain-
ing to the self, and a decrease in words regarding
others. We therefore measured the ratio of self
words (’I’) to group-words ("We’). Most of the
LIWC-derived features were given priors based
on previous gold-standard findings in depression
prediction, see Table 1 (Eichstaedt et al., 2018).

The Mind-Perception Dictionary: a dictio-
nary tailored for mind perception which includes
a category of agent-related emotions (Schweitzer
and Waytz, 2020). The guiding idea was that indi-
viduals at risk of committing suicide may differ in
their sense of agency from non-suicidal individuals.
This feature was given a weakly-informed prior
with center = 0.

Custom Dictionaries: We constructed custom
dictionaries based on themes assumed to be linked
with mental vulnerability, depression and suicide.
The themes included were Social Longing, Fatigue,
Self-destructive Behavior, and Unmet Desires and
Needs. These features were given weakly-informed
priors with center = 0.

2.2 Bayesian Modeling

Due to the large amount of potential predictive
features, as a first step, we manually excluded vari-
ables which did not differ between suicidal individ-
uals and controls in a univariate statistical analysis.
A total of 30 significant variables were retained for
the modeling stage (Table 1).

Using the ‘rstanarm‘ package, an R wrapper
for Stan (Carpenter et al., 2017; Goodrich et al.,
2020), we deployed logistic-regression models
with Bayesian MCMC estimation. The Bayesian
infrastructure was chosen in order to formally de-
termine custom priors for the various predictive
features, based on existing psychological literature,
and to regularize parameters based on the distribu-
tion of effect sizes in the field.

In order to assess the validity of this approach
and its performance relative to inductive "bottom-
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up" methods, we chose to submit one psycho-
logically informed model, one "default" weakly-
informed Bayesian model, and one regularized re-
gression model.

Our models were: a) Informed priors with cen-
ters of distributions according to effect sizes found
in previous studies (Table 1). In Subtask 1 the pri-
ors were from Cauchy distributions, with centers
according to existing effect sizes, and scales set to
2.5 (the ‘rstanarm‘ defaults): ~ Cauchy(u,2.5).
In Subtask 2 the priors were from Laplace distri-
butions with centers according to effect sizes, and
scales of 1.687 as an approximation of a mixture
prior, recommended for use in a database of 86
psychological replication studies (van Zwet and
Gelman, 2020): ~ £(u,1.687). For an example
of the Bayesian approach see Figure 1. b) Weakly-
informed priors based on the ‘rstanarm‘ defaults
without any formal customizing. ¢) A regularized
regression algorithm, using the ‘glmnet‘ (Friedman
et al., 2010) and ‘caret‘ (Kuhn, 2020) R packages.
In Subtask 1 the model with optimal accuracy in-
cluded a = 0, ("Ridge" regression), and in Subtask
2 itincluded a = 1 ("Lasso" regression).

3 Results

3.1 Subtask 1

In Subtask 1 the goal was to predict which Indi-
viduals were likely to attempt suicide based on
tweets up to 30 days prior. Model performances
on the training set are displayed in Table 2. The
first model (M 1) was a Bayesian logistic-regression
model using psychologically informed priors. We
compared 2 types of distributions for the priors
(around the custom centers). The first, a Cauchy
distribution with scales set at 2.5. The second,
a Laplace distribution with scales of 1.687 (see
"Bayesian Modeling" above). In the Subtask 1
training set, the Informed-Priors Cauchy distri-
bution slightly outperformed the Informed-Priors
Laplace distribution in a 5-fold cross-validation.

The second model (M2) was a weakly-informed
Bayesian logistic-regression model with priors
drawn from a Cauchy Distribution with center = 0
and scale =2.5.

The third model (M3) was logistic-regression
model with regularization. We conducted 5-fold
cross validation, with 3 repeats for hyper-parameter
tuning of the penalty type (o), and the regulariza-
tion parameter (A\). In the Subtask I training set,
the optimal prediction accuracy included the hyper-

F1 F2 TPR FPR AUC
Subtask 1 (30 days)
M1 0466 0452 0447 0423 0.543
M2 0480 0474 0476 0.436 0.546
M3 0.589 0.580 0.573 0.374 0.599
Subtask 2 (6 months)
M1 0.586 0.529 0.499 0.187 0.739
M2 0.668 0.626 0.602 0.184 0.745
M3 0.710 0.670 0.646 0.175 0.735

Table 2: 5-fold CV Results. M1: Informed priors; M2:
Weakly-informed priors; M3: Ridge/Lasso regression.

F1 F2 TPR FPR AUC
Subtask 1 (30 days)
BL 0.636 0.636 0.636 0.364 0.661
M1 0.526 0.481 0.455 0.273 0.678
M2 0.526 0.481 0455 0273 0.678
M3 0421 0385 0364 0364 0.636
Subtask 2 (6 months)
BL 0.710 0.724 0.733 0.333 0.764
M1 0.769 0.704 0.667 0.067 0.809
M2 0.769 0.704 0.667 0.067 0.791
M3 0.815 0.764 0.733 0.067 0.844

Table 3: Official Test Results.BL: Task Baseline; M1:
Informed priors; M2: Weakly-informed priors; M3:
Ridge/Lasso regression.

parameters o = 0 ("Ridge"), and A = 10.

3.2 Subtask 2

In Subtask 2 the goal was to predict which Individ-
uals were likely to attempt suicide from tweets up
to 6 months (182 days) prior. M1 was a Bayesian
logistic-regression model using psychologically in-
formed priors. Like in Subtask 1, We compared
2 types of distributions for the priors: Cauchy
and Laplace. In the Subtask 2 training set, the
Informed-Priors Laplace distribution outperformed
the Informed-Priors Cauchy.

M2 again included a weakly-informed Bayesian
logistic-regression model.

M3 was once more a regularized logistic-
regression model. In the Subtask 2 training set,
the optimal prediction accuracy included o = 1
("Lasso™), and A = 0.1.

Results on the test set are displayed in Table 3.
In both tasks models yielded above-chance predic-
tions, and performed better on the test set than the
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Figure 1: Example of the Bayesian approach using informed (Personal Pronouns) and weakly-informed (Miss,
Unique Others) priors and likelihood of the evidence to estimate posterior distributions of three example parame-

ters.

training set. In Subtask 1, the models only slightly
outperformed the task’s baseline model, but in Sub-
task 2, the models yielded high AUC scores.

4 Discussion

We trained simple classification models, based on
psychological features, to determine which individ-
uals may attempt suicide. We used Psychologically-
informed and weakly-informed Bayesian models
as well as regularized regression models. Our mod-
els yielded moderately successful predictions on
Subtask 1, and considerably better predictions on
Subtask 2 (0.791 < AUC' < 0.844, comparable to
Cohen’s d of 1.145 — 1.430). In this task, the in-
formed Bayesian model (M1) was more successful
than the weakly-informed (M2). The data-driven
regularized regression models (M3) were slightly
less accurate in Subtask 1 than the informed model
(M1), and slightly more accurate in Subtask 2, per-
haps due to the fact that Subtask 2 included more
data than Subtask 1.

In addition, in both tasks the Bayesian models
(M1, M2) were particularly successful in avoiding
False Positive prediction outcomes. Admittedly,
in the case of suicide detection, it may be prudent
to "err on the side of caution", to avoid missing
patients in need of care. However, language-based
screening on social media tends to be targeted more
for broad risk-detection (Cook et al., 2016). In the
case of early risk detection it may also be valid to
avoid false alarms in order to reduce unwarranted
alarm, especially given the potential for suicidal
suggestibility.

Our theory-driven features, as well as the in-
formed Bayesian models, were reliant on domain
knowledge to help overcome the problem posed by
working with small data sets. Indeed, incorporating
knowledge gained from previous research seemed

to have aided in forming a generalized model that
did not exhibit over-fitting. Another benefit of this
approach lies in model interpretability and in its
conduciveness to cumulative scientific discovery.
We relied on prior empirical findings, and produced
updated empirical priors—in light of the task data—
which are simple to interpret and share with others
(refer to table 4 for feature importance analysis).

The majority of previous work in suicide pre-
diction was done by using proxies to suicidal be-
havior such as clinical risk assessment and suicidal
ideation, (see Fodeh et al., 2019; Ophir et al., 2020;
Coppersmith et al., 2018). Thanks to the CLPsych
workshop, and the access to valuable data directly
indicative of suicidal behavior, we were able to
present similar prediction accuracies on actual sui-
cide attempts. The findings derived from this data
show great promise for the use of NLP in suicide
prevention.

5 Conclusion

Our current work provides a synthesis between
classic scientific and novel data-driven paradigms.
Future research is needed to further explore how
psychological knowledge and data science methods
can be combined to aid in the gradual accumulation
of scientific knowledge, and produce actionable
predictions that may help save lives.
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Features Effect-Size (log — odds)

Subtask 1 (30 days)
M1
Negative-Emotion-SD
Negative-Emotion-M
Swear-Words-M

2.36 [0.83,4.59]
-1.68 [-4.05,-0.05]
1.67 [-1.13,6.84]

Female-M 1.06 [0.08,2.64]
Want-M 1.04 [0.29,1.86]
M2

2.3910.88,4.19]
-1.72 [-3.69,-0.13]
1.53 [-1.24,4.63]

Negative-Emotion-SD
Negative-Emotion-M
Swear-Words-M

Female-M 1.15[0.07,2.62]
Want-M 1.04 [0.29,1.88]
M3

They-M 0.009
I-Pronouns-M 0.009
Personal-Pronouns-M 0.009
Want-M 0.009
Negative-Emotion-SD 0.008
Subtask 2 (6 months)

M1

Informal-SD
I-Pronouns-M

2.02[0.32,4.17]
-1.5[-2.85,-0.27]

Female-M 1.45[-0.10,0.4.84]
Personal-Pronouns-M  1.345 [-0.50,3.87]
Sexual-M -1.26 [-2.66,0.09]
M2

Informal-SD 2.99 [01.13,4.93]
Female-M 2.5910.25,5.61]

1.98 [-0.17,4.19]
-1.89 [-3.46,-0.31]
1.87 [-0.80,4.51]

Negative-Emotion-SD
I-Pronouns-M
Personal-Pronouns-M

M3
Personal-Pronouns-M
Negative-Emotion-SD

0.51
0.11

Table 4: Most Important Features based on model co-
efficient values. Model coefficients are on the log-odds
scale. Values in brackets denote 95% posterior uncer-
tainty intervals.
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