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Abstract

An ever-increasing amount of text, in the
form of social media posts and news articles,
gives rise to new challenges and opportunities
for the automatic extraction of socio-political
events. In this paper, we present our submis-
sion1 to the Shared Tasks on Socio-Political
and Crisis Events Detection, Task 1, Multilin-
gual Protest News Detection, Subtask 2, Event
Sentence Classification, of CASE @ ACL-
IJCNLP 2021. In our submission, we utilize
the RoBERTa model with additional pretrain-
ing, and achieve the best F1 score of 0.8532 in
event sentence classification in English and the
second-best F1 score of 0.8700 in Portuguese
via simple translation. We analyze the failure
cases of our model. We also conduct an abla-
tion study to show the effect of choosing the
right pretrained language model, adding addi-
tional training data and data augmentation.

1 Introduction

With the growing volume of online news from
both traditional news media and social media, large
amounts of texts are being created every day. These
text data contain information about events happen-
ing around the world. For social science and policy
making, the event information in these texts can
be extremely valuable. Due to the sheer volume of
data available, there is a strong demand for tools
to automatically extract and analyze socio-political
events. Automatic event extraction enables govern-
ments, non-governmental organizations and society
as a whole to take more timely, proportional and
appropriate actions in changing circumstances.

Event sentence classification is an important step
in the event extraction pipeline (Hürriyetoğlu et al.,
2019a). In this work, we present our submission
to the CASE 2021 Shared Task, hosted jointly

1Code available at https://github.com/pitehu/
CASE_2021

with the workshop on Challenges and Applica-
tions of Automated Extraction of Socio-political
Events from Text (CASE) @ ACL-IJCNLP 2021
(Hürriyetoğlu et al., 2021). The shared task con-
sists of two main tasks: Multilingual Protest News
Detection and Fine-Grained Classification of Socio-
Political Events. In the first shared task, there are
four subtasks: event document classification, event
sentence classification, event sentence coreference
resolution and event extraction. In this paper, we
focus on Task 1, Subtask 2, namely event sen-
tence classification. For a detailed description of
the shared task, please refer to Hürriyetoğlu et al.
(2021). Prior iterations of the workshop can be
found in Hürriyetoğlu et al. (2019b, 2020).

Within this subtask, we further narrow down
our scope by focusing on the English event de-
scriptions only. We train a classifier to solve the
binary classification problem to identify whether
a sentence contains a protest event, as defined in
Hürriyetoğlu et al. (2021). Given the huge suc-
cess of pretrained language models such as BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
XLNet (Yang et al., 2019) and ELECTRA (Clark
et al., 2020), we adopt RoBERTa as the backbone
of our model. Inspired by the good result achieved
through additional pretraining (Gururangan et al.,
2020), we harness the POLUSA dataset (Gebhard
and Hamborg, 2020) of political news articles to
second-pretrain our model with a masked language
modeling (MLM) objective. Further, we conduct
a series of ablation studies to justify our design
choices. We first run experiments to choose a suit-
able base model. Then, we conduct experiments
on using additional training data from other sub-
tasks. Given the limited amount of training data
available, we experiment with data augmentation
techniques, including back translation, embedding
augmentation, and checklist augmentation (Ribeiro
et al., 2020). The rest of this paper is organized

https://github.com/emerging-welfare/case-2021-shared-task
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as follows: Section 2 describes the dataset of the
subtask. Section 3 discusses the method of our
best-performing submission. Section 4 presents
quantitative results achieved by our model as well
as a failure case analysis. In Section 5, we present
additional experiments as part of an ablation study.
In Section 6, we discuss observations of the dataset
and models trained on this dataset from the per-
spective of named entities before concluding the
paper in Section 7.

2 Dataset

We are provided with a dataset of labeled sentences
which was introduced in Hürriyetoğlu et al. (2021).
Each sentence has a binary label indicating if the
sentence contains a protest event. While the dataset
comprises sentences in English, Spanish and Por-
tuguese, we solely focus on English sentences. The
English version of this dataset contains 22,825 sen-
tences, out of which 18,602 (81.50%) have label
0 and 4223 (18.50%) have label 1. Since no offi-
cial train-validation split is provided, we divide the
dataset into a training set (80%) and a validation
set (20%).

3 Proposed Method

We utilize the RoBERTa base model (Liu et al.,
2019) as the backbone of our model. Through-
out this work, we refer to the pretrained RoBERTa
model (Liu et al., 2019) as “RoBERTa default”.
We use the term language model to refer to Trans-
former-based (Vaswani et al., 2017) cloze language
models.

Second Pretraining We start by conducting an
additional round of pretraining of RoBERTa, initial-
ized with the already pretrained weight, following
Gururangan et al. (2020). To this end, we pretrain
on the POLUSA dataset (Gebhard and Hamborg,
2020) in an MLM setting with a masking proba-
bility of 0.15. We denote this pretraining step as
Second Pretraining. Intuitively, language models
are usually trained on large and diverse datasets of
different domains. Thus, their language modeling
capacity may not be optimal in specific domains
such as protest event classification.

POLUSA Dataset The POLUSA dataset (Geb-
hard and Hamborg, 2020) is a dataset containing
political news covering policy topics published be-
tween January 2017 and August 2019. It contains

about 0.9M news articles from 18 outlets represent-
ing the political spectrum.

Finetuning Once the second pretraining is com-
pleted, we feed the [CLS] embedding of the last hid-
den layer to a fully-connected layer, which serves
as the classification head. The [CLS] embedding
encodes information of the whole sentence.

4 Results

We conduct second pretraining for only 42,000
steps, with a batch size of 16 and a maximum se-
quence length of 256, due to time and resource
constraints. For the downstream task, we train for
25 epochs and take the best epoch based on valida-
tion F1 score.

4.1 Quantitative Results

Second Pretraining In this section, we discuss
the effect of the second pretraining. We take a
checkpoint every 4000 steps and finetune for the
event sentence classification task, and report the
best F1 score and the MLM loss during the pre-
training in Figure 1. Additionally, we manually
select 10 representative sentences from the Subtask
2 dataset and measure the average change of their
representations in embedding space during second
pretraining. To this end, we compute the Euclidean
distance between the embedding of a sentence yield
by the RoBERTa default model and by our model
during second pretraining at every checkpoint.

Finetuning Our model with the second pretrain-
ing strategy achieves a 0.8395 F1 score on the vali-
dation set of this subtask. On the evaluation server,
we achieve the best performance among all submis-
sions of the shared task with an F1 score of 0.8532
on the testing set. Since our focus is on the English
version of the event sentence classification task,
we translate the event sentences of other languages
into English using Argos Translate (Finlay, 2021).
This simple method achieves the second best F1
score of 0.8670 in Portuguese.

Failure Cases Investigating cases in which our
model fails to classify sentences correctly offers
helpful insights. The model’s failure cases broadly
fall into the following categories:

Semantic Error: the model makes a clear semantic
error. An example is provided in Table 1. Sen-
tence 1 does not contain a protest event but the
model predicts one.

https://metatext.io/datasets/polusa
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Figure 1: F1 Score, MLM loss, and embedding shift at different steps during the second pretraining phase. We
take a checkpoint at every 4000 steps. The figure displays the MLM loss from the pretraining objective for each
checkpoint as well as the validation F1 score from finetuning for the sentence classification task with this check-
point. Additionally, we track how much the embeddings change by manually selecting 10 sentences. We measure
the Euclidean distance between their vector representations from the RoBERTa default model and our model at
each checkpoint. Best viewed in color.

Rule Error: this happens when the sentence could
be seen as a protest event sentence in common-
sense but is not considered one according to the
annotation manual (Hürriyetoğlu et al., 2021). In
Sentence 2 in Table 1, there is no indication that
the event has happened already or is ongoing.
Therefore, based on the annotation manual, it
should be classified as negative while the model
gives a positive prediction.

Uncertain Reference: The event that a sentence is
referring to is ambiguous. We show two examples
in Table 1 in sentences 3 and 4. “The act” and
“this” refer to an event that we do not have knowl-
edge of without context. In this subtask, we do
not have access to any context and thus the labels
for these two sentences are uncertain. However,
they have opposite labels in the ground truth. This
may pose difficulty for model training.

Indirect Mention: There are cases of label incon-
sistency when an event is indirectly mentioned.
In Table 1, sentences 5 and 6 should both receive
a positive label as they both pertain to a clear
conflict event, but only sentence 6 has a positive
label.

5 Ablation Study

In this section, we explore different base models
to finetune on, using additional training data from
other subtasks and data augmentation techniques.

All results reported in this section are on the vali-
dation set, without second pretraining.

5.1 Base Model

First, we compare the performance of different base
models. We consider BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), XLNet (Yang et al.,
2019) and ELECTRA(Clark et al., 2020) as they
represent some of the best-performing language
models. Due to resource limitations, we only con-
sider the base version of these models. We follow
the same procedure as introduced in Section 3 but
without the second pretraining step. We present the
results in Table 2. We find that RoBERTa achieves
the best results while BERT, XLNet and ELECTRA
perform similarly or worse.

5.2 Additional Training Data

In this subsection, we explore adding data from
other languages of Subtask 2 as well as from other
subtasks. When we add data not originally in En-
glish, we translate the sentences into English using
Argos Translate (Finlay, 2021). We present the
result in Table 4. For example, “Sub1 ES&PT+”
means Spanish and Portuguese data from Subtask
1 with positive labels. While some settings result
in better performance, when we use them in con-
junction with second pretraining, the performance
gain disappears. Thus, we do not include any addi-
tional training data in training our model for final
submission.
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# Sentence P L
Semantic Error

1 9:05 a.m. Democratic presidential candidate Bernie Sanders is disavowing
remarks made by a campaign surrogate who said voters shouldn’t “continue to elect

corporate Democratic whores” during a large New York City rally.

1 0

Rule Error
2 On Tuesday, a group of aviation staff called for a protest at Hong Kong airport on

Friday to condemn the government and police for “ignoring the random attacks on
citizens in Yuen Long”.

1 0

Uncertain Reference
3 The act was captured by CCTV cameras and witnesses using smartphones. 1 0
4 “This has happened across the state. 0 1

Indirect Mention
5 He did not give details, but a local independent daily, O Pais, said six people were

injured in the attack in Ancuabe in Mozambique’s northern Cabo Delgado province.
1 0

6 Spokesman Keith Khoza said they had decided to March to Prime Media because the
cartoon had raised various concerns.

0 1

Table 1: Example failure cases. We divide the failure cases into four categories and give example sentences of each
category. “P” refers to the model’s prediction and “L” refers to the ground truth label.

Base Model F1 Score
BERT 0.8117

RoBERTa 0.8283
XLNet 0.8097

ELECTRA 0.8113

Table 2: Effect of Base Models. We keep all other set-
tings fixed while changing the base models and conduct
finetuning on event sentence classification.

Augmentation Methods F1 Score
None 0.8283

Back Translation 0.8206
Embedding + Checklist 0.8294

Paraphrase 0.8026

Table 3: Effect of Data Augmentation. We train the
event sentence classification model with augmented
data from the data augmentation methods of Subtask
2 data, in addition to the original training data.

Multilingual Data from Subtask 2 In Experi-
ment 2, we add Subtask 2 data from Spanish and
Portuguese. We show the result in Experiment 2.
The result nearly does not change.

Data from Subtask 3 and 4 In Experiment 3, we
add data from Subtask 3 and 4. Subtask 3 is a event
coreference resolution task and Subtask 4 is a event
trigger detection task, both with data from protest
events. As both are downstream tasks of Subtask 2

as shown in (Hürriyetoğlu et al., 2021), we assume
that all sentences from the two subtasks contain
event sentences and thus may help our Subtask 2
model. Upon manual inspection, there are some
overlaps between Subtask 2 and Subtask 3 and 4
data but many new training samples exist. We see
small gains compared to Experiments 1 and 2.

Combine Data from Subtask 2, 3 and 4 In Ex-
periment 4, we combine the training data from
Experiment 2 and 3, namely Subtask 2 data from
all three languages and Subtask 3 data from En-
glish only. We see that the F1 score increases from
0.8303 to 0.8363. In Experiment 5, we also include
Spanish and Portuguese Subtask 3 and 4 data. The
F1 score is nearly the same as Experiment 4.

Negative Samples from Subtask 1 In Experi-
ment 6, we add negative samples from the data of
Subtask 1, in addition to the data from Experiment
5. Subtask 1 is a document classification task, in
which “positive” indicates that the document con-
tains a protest event. According to Hürriyetoğlu
et al. (2020), a positive document contains protest
event(s) but it does not imply that all sentences in
that document should be labeled positive. On the
other hand, any negative document is certain to
contain no protest event. Therefore, we experiment
with adding the negative documents first. The F1
score drops from 0.8362 to 0.8275. This is even
worse than the baseline of considering only the
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#
Sub1 Sub2 Sub3+4

F1
EN+ EN- ES&PT+ ES&PT- EN ES&PT EN ES&PT

1 X 0.8283
2 X X 0.8282
3 X X 0.8303
4 X X X 0.8363
5 X X X X 0.8362
6 X X X X X 0.8275
6 X X X X X X 0.8254
7 X X X X X 0.7646
8 X X X X X X 0.7439

Table 4: Effect of Training Data. In this table, we show the impact of having different combinations of training
data from different subtasks. EN, ES and PT mean the English, Spanish, and Portuguese versions of the training
data from a specific subtask, respectively. In Subtask 1, we consider the positive class and negative class separately.
“+” indicates data from the positive class while “-” indicates data from the negative class.

English Subtask 2 data (Experiment 1). In Exper-
iment 7, we add the translated negative samples
from Spanish and Portuguese. The resulting F1
score further drops to 0.8254.

Positive Samples from Subtask 1 In Experi-
ment 7, we add positive samples from the English
version of Subtask 1, assuming that a positive doc-
ument implies that every sentence in the document
has a positive label. In Experiment 8, we add posi-
tive samples from the Spanish and Portuguese ver-
sions of Subtask 1. As we suspected, this assump-
tion does not hold and the F1 scores drop signifi-
cantly, to well below 0.8 in both cases.

5.3 Effect of Data Augmentation

In addition to adding more training data directly,
we also consider data augmentation methods: back
translation, checklist augmentation, embedding
augmentation and paraphrasing. We point the
reader to Section A.2 in the appendix for a de-
scription of these methods and example sentences
generated with these augmentation methods. Some
augmentation methods result in better performance.
When combined with second pretraining, however,
the performance gain disappears. Thus, we do not
include any augmented data in training our model
for final submission.

Results We show the result of the models trained
with data augmentations in Table 3. We notice a
drop in performance in back translation. This may
be due to the subtle differences between translated
sentences and task sentences native in English, sim-
ilar to what we discussed in Section 5.2. We find

Training Data Initialization F1 Score
No NE RoBERTa 0.8210
No NE second-pretrain 0.8277

Only NE RoBERTa 0.3959
Only NE second-pretrain 0.4190
Random None 0.1896

All RoBERTa 0.8283
All second-pretrain 0.8395

Table 5: Effect of named entities. We finetune models
with data without NEs and data with only NEs, with
both RoBERTa default and RoBERTa second pretrain-
ing. We modify the validation data accordingly. The
result shown is on the validation set. We include a ran-
dom guessing baseline model for comparison. We also
include the model performances with no modification
to the data for reference.

a small improvement in embedding and checklist
augmentations. We believe performing these two
augmentations makes the model more robust to
changes in contextual information. Paraphrasing re-
sults in a large drop in the model performance from
0.8283 without augmentation to just above 0.8 in F1
score. After inspecting the paraphrased sentences,
we find that the paraphrasing model changes the
input sentences very dramatically. In some cases,
pieces of information that do not exist in the source
text are even created.

6 Effect of Named Entities

In this section, we analyse the effect of named en-
tities (NE) on the results. We train models with
two modifications of the Subtask 2 data: 1. we
remove all named entities in all sentences; 2. we
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remove all text tokens except for named entities
in each sentence. For each data modification set-
ting, we train two models, one model initialized
with the RoBERTa default weight, one initialized
with the second-pretrained weight as mentioned in
Section 3. For comparison, we include a random
guessing baseline model. It draws label from the
same distribution of the ground truth labels in the
training set, without considering the sentences at
all. We report the average F1 score of 100 such
random assignments. We also include the result
of the model trained with the original Subtask 2
training data using RoBERTa default weight and
second-pretrain weight for reference. The result is
shown in Table 5. We notice that without NEs, the
model performs worse than the model trained with
full data, in both RoBERTa default weight case and
second pretraining case, suggesting that NEs con-
tribute to the model’s ability to correctly classify
protest sentences. We also see that by only relying
on NEs, the model is able to achieve an F1 score
of around 0.4, more than double that of the ran-
dom baseline, further suggesting that in this dataset,
there are statistics about NEs that the model may
utilize to make its decision, in addition to capturing
linguistic clues. For example, due to the situation in
Hong Kong in recent years, any sentence related to
Hong Kong may have an above-average likelihood
of containing an event. Additionally, we notice
better performance in both the No NE setting and
the Only NE setting when we finetune models with
second pretrained weight. This emphasizes the
importance of second pretraining in our approach.

7 Conclusion

In this paper, we present our submission to task
1, subtask 2 at CASE @ ACL-IJCNLP 2021. Our
model is based on RoBERTa with a second pre-
training step done on the POLUSA dataset. We
inspect the failure cases of our model on the valida-
tion set and provide some explanations. To justify
our design choices, we conduct an ablation study.
Overall, we achieve the highest F1 score in the En-
glish version of this subtask and the second highest
F1 score in Portuguese on the evaluation server.
In future work, we plan to incorporate knowledge
from the annotation manual into the model and
incorporate richer semantic context by means of
topological graph structures (Stoehr et al., 2019,
2020).
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A Appendix

A.1 Second Pretraining Considerations

Gururangan et al. (2020) propose two types of
additional pretraining: domain-adaptive pretrain-
ing (DAPT) and task-adaptive pretraining (TAPT).
DAPT involves a second pretraining on large cor-
pus of text from a specific domain (e.g news paper
articles) while TAPT uses unlabeled training data
for the downstream task. We consider the second-
pretrained DAPT and TAPT model for AG News
(Zhang et al., 2015) and finetune them for our task
of event sentence classification. The results are
shown in Table 6. We see that the F1 score of the
DAPT model is almost 0.01 lower than the fine-
tuned RoBERTa default model and TAPT performs
even worse. We believe that training on a general
news corpus would not help improve the embed-
ding quality for our task because the AG News
dataset contains articles of different categories (e.g
business, technology and sports) while our sub-
task only deals with political news. This is con-
sistent with our observation in Section 5.2 when
we see worse result as we add negative data from
Subtask 1. Ideally, we would perform TAPT us-
ing unlabeled training data, which involves protest
news articles from Indian Express, New Indian Ex-
press, The Hindu, Times of India, South China
Morning Post, and People’s Daily, according to
(Hürriyetoğlu et al., 2021). This would ensure no
domain gap between our data for second pretrain-
ing and finetuning. Due to time and resource con-
straint, however, we cannot gain access to articles
from these outlets. Thus, we resort to POLUSA
(Gebhard and Hamborg, 2020). While it is not
from the same outlets, the fact that it only contains
political news make it suitable for our purpose.

Initialization F1 Score
RoBERTa 0.8283

DAPT 0.8195
TAPT 0.8155

Table 6: Validation performance of finetuning DAPT
and TAPT models, second pretrained on AG News,
compared to the finetuned RoBERTa default model

A.2 Data Augmentation

In this section, we discuss the four different data
augmentation methods we consider in the main
paper.

Back-translation Back-translation means trans-
lating the source text into a different language, and
translate back to the source language. This method
have been used since the 1970s in translation qual-
ity research (Brislin, 1970) and have recently been
used to improve machine translation models (Sen-
nrich et al., 2015; Edunov et al., 2018). In our
implementation, we use Chinese as the intermedi-
ate language.

Embedding Augmentation Embedding Aug-
mentation performs augmentation by replacing
words with neighbors in the counter-fitted embed-
ding space (Mrkšić et al., 2016).

Checklist Augmentation Checklist Augmenta-
tion is based on Ribeiro et al. (2020). This method
augments texts by replacing names, locations, and
numbers detected in the text as well as performing
contraction and extension.

Paraphrasing Paraphrasing refers to augment-
ing text by generating a paraphrased version of
the text. We use the Pegasus (Zhang et al., 2020)
model finetuned for paraphrasing (Rajauria, 2020)
to generate paraphrased text. We include both the
original training set and the paraphrased training
set for finetuning our model.

Example We show example sentences of data
augmentation methods in Table 7. We see that back-
translation, checklist and embedding augmentation
perform their intended functions, while paraphras-
ing seems to create facts that are not present in the
original sentence.

A.3 Other Finetuning Setting

We explore other finetuning settings and show the
results in Table 8. This experiment is done using
the RoBERTa default weight without second pre-
training. We consider the following setting: 1. We
add two more fully connection (FC) layers before
the output. We still finetune the entire model; 2. We
consider setting 1 but freeze the RoBERTa back-
bone; 3. We consider the output of all tokens in the
last hidden layer, and pass them through an LSTM
(Hochreiter and Schmidhuber, 1997) layer before
the classification head; 4. Setting 3 but with frozen
RoBERTa backbone. We see that more FC layers
does not help, and that when we only consider the
[CLS] embedding, freezing the main model would
result in very bad performance. At the same time,
when we consider embeddings from all tokens with
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Method Sentence
Original Sentence “Purandeswari, who on Tuesday said when it was certain that

Telangana would be a reality there was no point in demanding
something that was not going to be delivered, reiterated her new

stance on Wednesday.”
Back-translation “Tuesday said that Prandeswari was aware that Teangana would

be a reality without any requirement to do so, and she therefore
reiterated her new position on Wednesday.”

Checklist + Embedding “Mareli, who on Tuesday said when it was certain that Telangana
would be a reality there was no point in demanding something
that was not going to be delivered, reiterated her new stance on

Wednesday.”
Paraphrasing “Thousands of students are writing their National Senior

Certificate (matric) exams and could fail to arrive on time.”

Table 7: Example sentences from each data augmentation method that we consider: back-translation, embedding
augmentation, checklist augmentation and paraphrasing.

an LSTM layer, we get a small boost in perfor-
mance. Freezing the main model does not hurt
nearly as much in this setting, suggesting a pos-
sible way of finetuning large language models in
resource-constrained situations. Given that using
embeddings from all tokens is not the conventional
setup of a RoBERTa model for downstream classi-
fication tasks, we still use the conventional setting
by connecting the [CLS] embedding to an FC layer
in our submission.

Setting F1 Score
Default 0.8283

1 0.8280
2 0.5631
3 0.8301
4 0.8155

Table 8: Performance of the model under other fine-
tuning settings. Setting Default: the standard way -
RoBERTa model with a FC layer connected to [CLS]
embedding for classsification. Setting 1: two more
fully connection (FC) layers before the classification
head. Setting 2: Setting 1 with the backbone model
frozen. Setting 3: Pass embeddings of all tokens to an
LSTM before the output layer. Setting 4: Setting 3 with
the backbone model frozen.


