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İstanbul, Turkey
{fcelik, tdalkilic, fatihbeyhan, reyyan}@sabanciuniv.edu

Abstract

This paper summarizes our group’s efforts in
the multilingual protest news detection shared
task, which is organized as a part of the Chal-
lenges and Applications of Automated Ex-
traction of Socio-political Events from Text
(CASE) Workshop. We participated in all four
subtasks in English. Especially in the identifi-
cation of event containing sentences task, our
proposed ensemble approach using RoBERTa
and multichannel CNN-LexStem model yields
higher performance. Similarly in the event
extraction task, our transformer-LSTM-CRF
architecture outperforms regular transformers
significantly.

1 Introduction

Identifying events and extracting event related in-
formation from text is an important language un-
derstanding task which has been studied for quite
some time. This challenging task has been studied
in several steps or divided into some sub-tasks. The
first step is identifying whether a document or a
sentence contains an event or not. If it contains
then the event co-reference resolution task analy-
ses whether the context around it (such as other
sentences) refer to the same event or not. Event
related information such as the event trigger and its
arguments are also extracted, which can be later on
used to create event taxonomies.

These steps either alone or together have been
studied for English extensively, similar to many
other Natural Language Processing tasks. This
year as part of the Challenges and Applications
of Automated Extraction of Socio-political Events
from Text (CASE) Workshop, a shared task cover-
ing some of these sub-tasks has been organized not
only for English but also for Portuguese, Spanish
and Hindi (Hürriyetoğlu et al., 2021). The common
theme was the identification of protest events from
news articles.

The organizers specifically focus on the four sub-
tasks. In the first and second sub-task, the aim is
to predict whether a given document (subtask 1) or
sentence (subtask 2) contains information about an
event (either past or ongoing). The third subtask
focuses on event sentence coreference and the par-
ticipants are asked to predict whether the sentences
containing an event are referring to the same event
or not. In subtask 4, the goal is to identify event
triggers and related arguments from sentences.

It is hard to choose among these interesting sub-
tasks, therefore we participate in all four of them.
Due to time constraints we only work on English
and leave the rest of the languages as future work.

The first and the second subtask focus on pre-
dicting whether a content contains an event or not.
For these tasks in addition to trying standard trans-
former based models, we explore ensemble models
which combine the strengths of different models.
Furthermore, the effect of stemming the context is
also explored in these subtasks. The third subtask is
related to the event coreference task. For this task,
we explore the rescoring and clustering approach
proposed by (Örs et al., 2020). Finally, the goal
of subtask 4 is to extract event information from
context. For this task, we exploit the transformer-
LSTM-CRF architecture which has shown success
in several NER tasks.

The rest of the paper is organized as follow-
ing: Section 2 describes our proposed approach
for identifying whether a content contains an event
or not, and details our submissions for subtasks 1
and 2. Section 3 explains our submission to the
event coreference resolution subtask. Section 4
presents the experimental results for event extrac-
tion subtask and finally Section 5 concludes the
paper with future work.

2 Subtask 1 & 2: Event or Not

The goal of the first two subtasks is to predict
whether the provided input context contains an



132

event (either past or ongoing) or not. Therefore,
the task is a binary classification task. In these two
subtasks the only difference is the input context. In
subtask 1 the input is the whole news article while
in subtask 2, it is only a sentence. The main differ-
ence between these two tasks is the length of the
input. In subtask 1’s dataset, even though most doc-
uments contain around 3 sentences, the maximum
length in the data is almost 10 times larger than
the maximum length in subtask 2 data. This makes
subtask 1 slightly more challenging. One expects
documents as longer input, to contain more clues
about an event if there is; therefore more useful.
However, there is also the risk of unrelated content
causing mixed signals.

Even though this difference between the tasks,
we mostly apply same approaches to both. For
this binary classification problem, we use some
simple neural network architectures as baselines
and also investigate fine-tuning several pretrained
transformer based models. The models applied are
listed as follows:

• CNN: A single convolutional layer connected
to a fully connected dense layer.

• LSTM: A unidirectional long short term mem-
ory model.

• GRU: A unidirectional gated recurrent unit
model.

• BERT (Devlin et al., 2019): Uses bidirectional
transformer architecture for language mod-
eling. We fine-tune the BERT-base-cased 1

model.

• Albert (Lan et al., 2019): An efficient (A Lite
BERT) version of BERT which outperformed
BERT in several benchmark data sets. We
fine-tune the Albert-base-v2 model 2 in this
paper.

• RoBERTa (Liu et al., 2019): A robustly opti-
mized version of BERT which outperformed
BERT in GLUE benchmark. We fine-tune the
RoBERTa-base model 3 in our experiments.

For neural networks like CNN and RNN, several
pretrained word embeddings, like Google News

1https://huggingface.co/
bert-base-cased

2https://huggingface.co/albert-base-v2
3https://huggingface.co/roberta-base

Word2Vec4 (Mikolov et al., 2013), NNLM (Ben-
gio et al., 2003) model trained on Google News
dataset 5 and GloVe (Pennington et al., 2014) 6B
Wikipedia embeddings 6, have been tried. Since
the ratio of out-of-vocabulary words were very
small, character-based embeddings have not been
explored. We have seen that using different embed-
dings resulted in minor changes, and rather fine-
tuning the embedding layer or not, does not have
any significant effect on the performance of mod-
els in terms of overfitting resistance or achieved
scores.

NNLM and GloVe return slightly better perfor-
mance compared to Word2Vec, when used in stan-
dalone CNN or RNN models. However, as we try
ensembling approaches (to be described in the up-
coming sections), NNLM outperforms GloVe with
its high Precision score. Therefore, NNLM em-
bedding is used in all reported experiments in this
section.

2.1 Baseline Experiments

In all these subtasks, the data collections were gath-
ered from news articles about socio-political and
crisis conflicts. For the document classification
task, we are provided with an imbalance training
data of 9324 news articles with 7407 of them with-
out any events and the rest as containing event. Sim-
ilarly in subtask 2, among the provided 22825 sen-
tences, only 4210 of them contain an event while
the rest of them do not.

For both tasks, 20% of the provided data is used
for validation purposes and rest for model train-
ing. During the training process, several balancing
approaches were applied to decrease any possible
negative effects caused by the imbalance data prob-
lem. But overall they did not provide any signif-
icant improvements in F1 score; therefore data is
used in its original ratio without any balancing.

The experimental results of the baseline ap-
proaches are displayed in Tables 1 and 2. In subtask
1, except for RNNs, all methods listed above were
tested. RNNs were not tested due to limited time
and prioritization of computational resources for
other more advance models. Only a single layer
CNN is used in the experiments, since adding more

4https://radimrehurek.com/gensim/auto_
examples/howtos/run_downloader_api.html

5https://tfhub.dev/google/
nnlm-en-dim128/2

6https://nlp.stanford.edu/projects/
glove/

https://huggingface.co/bert-base-cased
https://huggingface.co/bert-base-cased
https://huggingface.co/albert-base-v2
https://huggingface.co/roberta-base
https://radimrehurek.com/gensim/auto_examples/howtos/run_downloader_api.html
https://radimrehurek.com/gensim/auto_examples/howtos/run_downloader_api.html
https://tfhub.dev/google/nnlm-en-dim128/2
https://tfhub.dev/google/nnlm-en-dim128/2
https://nlp.stanford.edu/projects/glove/
https://nlp.stanford.edu/projects/glove/
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layers caused over-fitting.

Model Validation Set Test Set
CNN 0.82 0.77
BERT 0.84 0.80
Albert 0.84 0.81
RoBERTa 0.86 0.81

Table 1: Subtask 1 Baseline Approaches F1 Scores

Model Validation Set Test Set
CNN 0.80 0.70
LSTM 0.82 0.68
GRU 0.83 0.64
BERT 0.87 0.81
Albert 0.86 0.81
RoBERTa 0.88 0.82

Table 2: Subtask 2 Baseline Approaches F1 Scores

Based on the results, transformer based ap-
proaches outperform classical neural network
based approaches in both tasks. In traditional neu-
ral network based models, RNN based ones, both
LSTM and GRU, suffer from serious overfitting
even though all the efforts of regularization and
dropout. Regarding the transformer-based mod-
els, in both subtasks, RoBERTa outperforms both
BERT and Albert with close margin.

2.2 LexStem Model
In the task definition, it is mentioned that the la-
beled events can be either from past or continuous.
This suggests various types of tense use in the con-
text. This variety may cause model to miss some
events. In order to deal with this variety, in addition
to the lexical forms of the words, their stemmed ver-
sions are also included to CNN model as additional
channel in the network. WordNetLemmatizer 7 is
used as the stemmer. In this proposed model, which
is named as LexStem model, one channel is used
for the original form of the sentence and another
channel for the stemmed version.

In order to make a fair comparison of the
LexStem model, additional CNN multi-channel
models are trained as well.

• CNN-LexLex: A two channels model with
original form of the words are used in both
channels. This one is developed to see the
effect of two channels compared to one.

7https://www.nltk.org/_modules/nltk/
stem/wordnet.html

• CNN-StemStem: A two channels model with
stemmed version of the words are used in both
channels. This one is developed to see the
individual effect of stem information.

• CNN-LexStem: The proposed two channel
model with one channel for lexical form of
the word and the other for stemmed version.

The experimental results of these models are
displayed in Table 3. In the table, the first two rows
are from subtask 1 and the rest of them are from
subtask 2. The proposed LexStem model does not
provide any significant improvements in subtask 1,
therefore other multi-channel models are not tested
with this task.

ST Model #CH Val. Test
1 CNN 1 0.82 0.77
1 CNN-LexStem 2 0.82 0.78
2 CNN 1 0.80 0.70
2 CNN-LexLex 2 0.82 0.69
2 CNN-StemStem 2 0.83 0.68
2 CNN-LexStem 2 0.85 0.71

Table 3: Subtask 1 & 2 Stemming Experiments F1
Scores. ST: Subtask and CH: Channel

Unlike subtask 1, for subtask 2 the LexStem
model provides drastic improvements with valida-
tion data, but only slight improvement on test data.
A similar improvement on test set is also observed
at subtask 1. Using multi-channel architecture and
therefore using more parameters probably increases
model’s likelihood of overfitting. This is more ob-
servable with CNN-LexLex and CNN-StemStem
models. Even though with this increased overfitting
possibility, CNN-LexStem model returns small yet
consistent increase on test set. The possible reasons
of this improvement will be explored more in the
future.

2.3 Ensemble Models

RoBERTa model outperforms all other models,
therefore we specifically analyze its performance
and its confidence of its predictions on the vali-
dation set. Figure 1 displays how the average F1
score changes with respect to model’s confidence
values. In the figure, 0.05-0.95 means RoBERTa’s
predictions which are lower than 0.05 or higher
than 0.95.

According to the Figure 1, confidence scores
lower than 10% and higher than 90% achieve the

https://www.nltk.org/_modules/nltk/stem/wordnet.html
https://www.nltk.org/_modules/nltk/stem/wordnet.html
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Figure 1: Subtask 2: Confidence Intervals and Their
Respective Macro F1 Scores Calculated over Valida-
tion Set

highest Macro F1 score of 94% and after this, as
confidence values go below 90% or above 10%, the
F1 score consistently decreases. This means that
as RoBERTa gets more unsure of its predictions, it
is making more mistakes as expected. In order to
prevent these errors, ensemble models are explored.

A weighted ensemble model is applied for any
case in which RoBERTa is not confident. After try-
ing several threshold values, 0.1 and 0.9 is chosen.
Cases where RoBERTa’s output are higher than 0.9
or lower than 0.1, are accepted as they are. For
anything in between, an ensemble model is used.
In order to find the right models to ensemble, a
grid search is applied. RoBERTa is assumed to be
the permanent model in this ensemble. Therefore,
the search is performed over other models as either
individual or in groups of two. The following mod-
els and weights return the highest performance for
subtask 2:

• RoBERTa-RNN: 0.4 RoBERTa + 0.15 LSTM
+ 0.45 GRU

• RoBERTa-LexStem: 0.45 RoBERTa + 0.55
CNN-LexStem

The performance of these ensembles together
with individual model performances are presented
in Table 4. The ensemble model is only applied
for subtask 2. As for subtask 1, we don’t have any
RNN model to ensemble or the CNN-LexStem did
not provide any improvement on the validation set.

According to Table 4, both ensembles outper-
form RoBERTa both in the validation and test sets.
This indicates that different types of neural net-
works have different powers, and in case when a

Model Validation Test
LSTM 0.82 0.68
GRU 0.83 0.64
CNN-LexStem 0.85 0.71
RoBERTa 0.88 0.82
RoBERTa+RNN 0.89 0.83
RoBERTa+LexStem 0.88 0.84

Table 4: Subtask 2 - Ensemble Models F1 Macro
Scores

model is not confident; using a weighted voting
and combining these powers can be useful.

In conclusion, for subtask 1 RoBERTa is the top
performing model based on the validation set and
it is ranked the 3rd place in the public leaderboard.
For subtask 2, our ensemble models receive the 3rd
rank in the leaderboard.

3 Subtask 3: Event Sentence Coreference
Identification

In event sentence coreference task, event contain-
ing sentences in a document are analyzed to see
whether they refer to the same event or not. This
task is slightly different than other ones as it does
not only consist of a classification step, but also
requires clustering afterwards. This two step pro-
cedure is known as the Mention-Pair model (Ng,
2010) in coreference resolution tasks. The first step
includes a binary classification model to classify
pairs of mentions and the second step uses these
predictions to determine the coreference relations
by clustering them (Ng, 2010). In this paper, we
also use the two step approach, and first perform
pairwise classification of sentences and then cluster
them.

3.1 Two-Step Approach

For the classification part, similar to previous
subtasks, base models of BERT, ALBERT and
RoBERTa are fine-tuned. Additionally, an ensem-
ble model which is a probabilistic average of these
three models, is developed. In all these four binary
classification models, instead of using the regular
0.5 boundary, 0.6 boundary is used to identify the
positive labels, since 0.6 threshold returned better
performance in our experiments.

For the clustering step, (Örs et al., 2020)’s clus-
tering approach together with their proposed rescor-
ing algorithm is used. Their rescoring algorithm
calculates an updated score for a pair of sentences
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by using how sentences within the pair interact with
other sentences in the document. For instance, the
following pair of sentences, s1 and s2, has positive
label predicted. If the predicted label between s1
and s3 is same as the prediction between s2 and s3,
then a reward is given to s1 and s2 pair. But if the
labels are different, then a penalty is applied. Af-
ter the scores are updated, a greedy agglomerative
algorithm is applied to construct the clusters (Örs
et al., 2020). The same rescoring and clustering
approach is used in this paper as well.

3.2 Experimental Setting

The main evaluation metric for this subtask is dif-
ferent than the other three. CoNLL metric, which
is widely used on event/entity coreference tasks,
is used in this task for the final system rankings.
CoNLL is the average of MUC score (Vilain et al.,
1995), B3 score (Bagga and Baldwin, 1998) and
CEAFe score (Luo, 2005).

The provided English dataset consists of 596
documents with their event containing sentences
and gold clusters. This dataset is divided into train-
ing (80%) and validation (20%) sets. Unlike other
tasks, this data split is performed more carefully
to make sure that various types of clusters are ob-
served in both training and validation sets. While
creating these splits, two ratios are calculated and
observed. The first one is the single cluster ratio
which is calculated by dividing the number of doc-
uments with only one cluster to the total number
of documents. The second one is referred to as
positive class ratio which is calculated by dividing
the number of sentence pairs with positive labels
into total number of sentence pairs.

Having training and validation splits with very
different single cluster ratio may affect the per-
formance of clustering step. Similarly having a
different positive class ratio may affect the clas-
sification performance. Hence, we tried different
seeds for random splitting to find the splits which
are similar to each other in terms of both of these
ratios. The statistics of the constructed splits are
presented in Table 5.

In addition to the provided training data, we also
explore an external dataset from a similar shared
task which was organized in 2020. AESPEN’208

shared task also focused on event sentence corefer-
ence identification and publicly shared a training
data of 404 English news articles with their gold-

8https://emw.ku.edu.tr/aespen-2020/

Train Validation
# Documents 476 120
# Sentences 2041 538
# Sentence Pairs 4918 1323
Positive Class Ratio 68% 69%
Single Clusters Ratio 61% 64%

Table 5: Statistics of the Training and Validation Sets

standard labels. We explore the effects of using this
dataset as an extension to the existing one. In our
experiments this year’s provided dataset is referred
to as RAW, and the extended version which con-
tains data from both CASE and AESPEN is called
EXT.

3.3 Experiments
Classification results of our models on validation
set can be seen in Table 6. As expected, all models
perform much better with the extended dataset. In
general, BERT performs slightly better than the
others. The Ensemble model cannot outperform
BERT, but it is the second best, therefore we keep
using it.

Model RAW Data EXT Data
BERT 86.98 92.42

ALBERT 85.74 91.57
RoBERTa 86.68 90.13
Ensemble 86.49 92.14

Table 6: Subtask 3: F1 Macro Scores of Classification
Step over Validation Set

Errors of the classification step will unfortu-
nately propagate to the next step, which is cluster-
ing. Since some of the pairwise sentences’ labels
are wrong, the constructed clusters will likely be
wrong as well. In order to decrease the effect of
this error propagation, we use the best two models
from the classification step in this clustering part.
The results of the BERT and the Ensemble models
are summarized in Table 7.

Model Data Validation Test
BERT RAW 77.70 74.83
Ensemble RAW 79.01 74.27
BERT EXT 80.54 78.45
Ensemble EXT 80.03 78.66

Table 7: Subtask 3: CONLL Scores after Clustering

As expected, models trained on the extended

https://emw.ku.edu.tr/aespen-2020/


136

(larger) dataset return consistently higher scores.
Between the BERT and the Ensemble model, there
isn’t a clear winner. However, in test set the highest
score is retrieved with the Ensemble model which
is ranked the 5th in the public leaderboard.

4 Subtask 4: Event Extraction

The goal of the final subtask is to identify the event
triggers and its arguments from the sentence. The
training dataset consists of 808 sentences which
contain IOB type token-based labels of 7 differ-
ent labels. Similar to previous tasks, 20% of this
data is used for validation and the rest for training
purposes.

In many sequence modeling tasks, the bidirec-
tional transformer models outperform other ma-
chine learning architectures; therefore, BERT and
RoBERTa are used as strong baselines in this task.
As a further development, the transformer model
is connected with a BiLSTM and a CRF layer as
our second architecture. Connecting BiLSTM and
CRF to a transformer has shown success in several
Named Entity Recognition tasks (Jiang et al., 2019;
Dai et al., 2019). The performance of these models
over both validation and test sets are presented in
Table 8.

Model Name Validation Test
BERT 0.70 0.69
RoBERTa 0.72 0.74
BERT-BiLSTM-CRF 0.76 0.75
RoBERTa-BiLSTM-CRF 0.76 0.76

Table 8: Subtask 4: F1 Macro Scores

According to Table 8, RoBERTa outperforms
BERT in both validation and test sets. Combining
these with BiLSTM-CRF improves both of them.
The performance difference between test and vali-
dation sets also decreases with this addition.

Even though we achieved good performance,
due to a minor format issue at our test submission
file, our submissions were not correctly evaluated.
Based on our scores at Table 8, with our best model
RoBERTa-BiLSTM-CRF, we would have ranked
second in the public leaderboard.

Analyzing the individual tag performances re-
vealed that model is doing a better job at identify-
ing the triggers compared to its arguments. This is
expected as trigger tag is the second most popular
tag at the data after the O tag. Trigger is closely
followed by event time, which is easier to predict

due to its smaller vocabulary variance and common
language patterns, even though its lower presence
in the training data.

In order to analyze the weak points of the mod-
els, the confusion table of the top performing
RoBERTa-BiLSTM-CRF model over the valida-
tion data is shown in Figure 2. The confusion ma-
trix specifically focuses on the event trigger and
arguments tags.

Figure 2: Confusion Table for Event Trigger and Argu-
ments Tags

Based on Figure 2, the etime (event time) is the
tag which has not been mistaken with any other
event specific tags. On the other hand, the highest
confusion is between the organizer and participant
tags. That is followed by place and fname (facil-
ity name) which is expected due to use of similar
wordings and context around.

5 Conclusion

In this paper, we mainly focus on English, and try
to improve the current state-of-the-art on event spe-
cific NLP tasks. Source codes of all of our models
are available online 9. Additional details of our
models, like hyper-parameters, are also summa-
rized in the Github. As future work, we will focus
on other languages and see whether the trends ob-
served with English, exist in those other languages
as well.
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