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Abstract

Pre-trained vision-and-language models have
achieved impressive results on a variety of
tasks, including ones that require complex rea-
soning beyond object recognition. However,
little is known about how they achieve these
results or what their limitations are. In this
paper, we focus on a particular linguistic ca-
pability, namely the understanding of negation.
We borrow techniques from the analysis of lan-
guage models to investigate the ability of pre-
trained vision-and-language models to handle
negation. We find that these models severely
underperform in the presence of negation.

1 Introduction

Vision-and-language models have made a lot of
progress on complex tasks, going beyond recogni-
tion and towards reasoning over the two modalities
(Zellers et al., 2019; Suhr et al., 2019). Following
the success of pre-trained language models such as
BERT (Devlin et al., 2019) on a range of language
tasks, recent advances in vision-and-language have
involved the introduction of pre-trained models
(e.g., UNITER, Chen et al. 2020, VisualBERT, Li
et al. 2019, ViLBERT, Lu et al. 2019, LXMERT,
Tan and Bansal 2019). These models achieve im-
pressive results, topping task leaderboards and im-
proving over previous approaches by a large mar-
gin. However, as with pre-trained language models,
it is not clear how and why these models perform
as well as they do, what information they learn and
use in their predictions, or what their limitations
are. While a large body of research has focused on
the interpretation of pre-trained language models
(e.g., Clark et al. 2019; Tenney et al. 2019; Rogers
et al. 2020; Elazar et al. 2021), such work has been
more limited for vision-and-language models.

This paper focuses on a particular linguistic ca-
pability, namely the ability to understand negation.
Negation is universal across languages (Zeijlstra,
2007) and is very important for interpreting the

Figure 1: Examples from the NLVR2 corpus. The in-
put to the model consists of two images and a sentence.
The model’s task is to predict whether the sentence is
true of the images or not. The top example shows an
instance where the sentence is true and the bottom one,
false. Image from (Suhr et al., 2019).

meaning and determining the truth value of a state-
ment. Vision-and-language models have applica-
tions in real-world scenarios where it is crucial to
understand negation, as this is a behaviour expected
by humans interacting with them.

For the purposes of this analysis, we focus on a
particular vision-and-language task, Natural Lan-
guage Visual Reasoning for Real (NLVR2) (Suhr
et al., 2019). For this task, the model is presented
with two images and a sentence and has to predict
whether that sentence is true of the images or not
(see Figure 1). Since this task involves the pre-
diction of a truth value, it lends itself well to the
exploration of negation. We consider two popular
pre-trained vision-and-language models, finetuned
for the task: LXMERT (Tan and Bansal, 2019) and
UNITER (Chen et al., 2020). Details on the data
and models are in Section 3.

In order to investigate the performance of these
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models on examples that contain negation in a con-
trolled manner, we annotated a portion of the orig-
inal NLVR2 test set to create minimally differing
instances. That is, we created pairs of instances
where the images remain the same and the sen-
tences only differ in the presence or absence of
negation (see Section 3 for details). We show that
both models under consideration perform worse on
the negated examples, compared to the correspond-
ing non-negated examples (Section 4). We also use
causal mediation analysis (Pearl, 2001; Vig et al.,
2020) on UNITER to examine the contributions of
specific neurons to the final predictions (Section 5).
Our results show that the effects of negation are
mainly seen in the upper layers of the model. We
release the new test set and code for our exper-
iments at https://github.com/radidd/
vision-and-language-negation.

2 Background

2.1 Negation

Negation is related to the notion of polarity: a
clause such as “It is raining” is said to have pos-
itive polarity, whereas a clause such as “It is not
raining” has negative polarity (Pullum and Huddle-
ston, 2002). Positive polarity is usually structurally
simpler, whereas negative polarity is marked by
words or affixes. Pullum and Huddleston (2002)
categorise negation based on several different prop-
erties, but for our purposes we focus on the distinc-
tion between verbal and non-verbal negation. In the
former, the negation marker is attached to the verb
(“I did not see anything at all”), while in the latter,
the negation marker is attached to a dependent of
the verb (“I saw nothing at all”).

Previous analysis of language models has shown
that they are not able to handle negation. Pre-
trained language models fail to make correct predic-
tions in the presence of negation or even to distin-
guish between positive and negative sentences (Et-
tinger, 2020; Kassner and Schütze, 2020). Hossain
et al. (2020) finetune several different pre-trained
language models for natural language inference
and show that performance on instances containing
negation deteriorates.

2.2 Vision-and-language models

Following the success of pre-trained language
models (Devlin et al., 2019), multimodal tasks
such as visual question answering (Antol et al.,
2015) and visual commonsense reasoning (Zellers

et al., 2019) have also recently been approached
using a pretrain-and-finetune method. Pre-trained
vision-and-language models fall into two cat-
egories: single-stream models (e.g., Li et al.
2019; Chen et al. 2020) and two-stream models
(e.g., Lu et al. 2019; Tan and Bansal 2019). While
two-stream models have separate encoders for
the visual and textual modalities and then jointly
process them using a third encoder, single-stream
models process both the textual and visual features
together from the start.

While these models have been very successful,
pushing state-of-the-art results up across tasks, not
much is known about their capabilities and limita-
tions. From that perspective, the closest works to
ours are by Li et al. (2020) and Cao et al. (2020).
Li et al. (2020) analyse attention heads in the
model and show that words in the text are cor-
rectly mapped to image regions which correspond
to them. Cao et al. (2020) probe pre-trained vision-
and-language models and report similar observa-
tions. Their work focuses more on the ground-
ing aspect of vision-and-language models, whereas
our work focuses more on linguistic and reasoning
abilities. Cao et al. (2020) also show that mul-
timodal pre-trained models learn some linguistic
knowledge, however, they do not analyse this any
deeper than providing results on several probing
tasks, none of which involves negation.

2.3 Causal mediation analysis

Language-only BERT has been targeted by a lot of
recent analysis work focusing on different capabili-
ties of the model (Clark et al., 2019; Tenney et al.,
2019; Rogers et al., 2020; Elazar et al., 2021). A re-
cent proposal is the application of causal mediation
analysis (Pearl, 2001) to better understand neural
NLP models (Vig et al., 2020).

Causal mediation analysis aims to measure the
effect of intermediate variables (“mediators”) on a
response variable. Pearl (2001) defines a natural
direct effect (NDE) and a natural indirect effect
(NIE), see Figure 2. NDE refers to the direct ef-
fect of a particular value of an input variable X
on the value of a response variable Y , without the
intervention of a mediator Z. More specifically,
we can measure the effect of an intervention, or
change, of the input variable (X = x −→ X = x∗),
while keeping Z to its value without the interven-
tion. NIE refers to the indirect effect of the input
variable X on Y via the intermediate variable Z.

https://github.com/radidd/vision-and-language-negation
https://github.com/radidd/vision-and-language-negation
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Figure 2: Graphical model of the indirect and direct
effect. Figure adapted from Vig et al. (2020).

Specifically, we can fix X to its original value, but
change the value of the intermediate variable Z to
its value under the intervention X = x∗.

Vig et al. (2020) apply causal mediation analy-
sis to the study of gender bias in large pre-trained
language models. They treat model components
– specifically neurons and attention heads – as
intermediate variables (Figure 2). They make
changes to the input text by switching from gender-
ambiguous to gender-unambiguous input and mea-
sure the effects of these changes on the amount
of bias the model exhibits. This kind of analysis
can show whether specific model components are
causally responsible for a specific outcome. In-
deed, Vig et al. (2020) show that gender bias ef-
fects are sparse and concentrated in a handful of
attention heads in the middle layers of the model.
More recently, Finlayson et al. (2021) apply causal
mediation analysis to the problem of subject-verb
agreement in language models. They look at neu-
rons in the models and find that some models learn
two different mechanisms to resolve agreement for
different sentence structures.

3 Data and models

3.1 Models

For our experiments we used two vision-and-
language models, both based on the Transformer
architecture: LXMERT (Tan and Bansal, 2019)
which is a two-stream model and UNITER (Chen
et al., 2020), which is a single-stream model. For
UNITER, we experiment with two different vari-
ants of applying the model to NLVR2: paired with
attention and triplet. The paired with attention vari-
ant encodes the two images separately and then
combines the representations with an additional at-
tention layer, whereas the triplet variant encodes
both images together from the start (see Chen et al.
(2020) for details).

3.2 NLVR2 dataset

The dataset used for all experiments is NLVR2
(Suhr et al., 2019), which consists of pairs of
images, a sentence describing each pair and a
True/False tag indicating whether the sentence is
true of the image pair. This dataset requires joint
reasoning over the two modalities and is more com-
plex than image captioning datasets due to the kind
of language it contains – for instance, it requires
comparison and counting abilities.

The authors of NLVR2 present statistics of the
occurrence of different linguistic phenomena in a
portion of their development set. Their analysis
shows that 9.6% of the samples they consider con-
tain negation. This statistic is not available for the
test and the training set, so we calculated it based
on a short list of negation words (see Appendix A).
The results are as follows:

• Training set: 7192/86373 samples (8.33%)
• Development set: 630/6982 samples (9.02%)
• Test set: 589/6967 samples (8.45%)

This shows that negation is not very common in
the dataset. As a preliminary experiment, we tested
the models’ performance on the samples identified
to contain negation in the original development
and test set and compared it to the performance on
samples which do not contain negation. Results are
shown in Table 1. All three models show a drop
in performance on the samples containing negation
for both the development and test set, compared
to non-negated samples. The drop in performance
varies between 1.7 points and 7 points.

There is no more detailed analysis of the types
of negation present in the dataset, for example
whether it is verbal or non-verbal. This means
that there is no way to use the existing data for a
more fine-grained analysis of negation. The exist-
ing dataset also cannot be used reliably to make per-
formance comparisons between negated and non-
negated examples. This is because it is possible
that other factors, such as sentence length or com-
plexity of the reasoning required (e.g., counting,
comparison between the two images), are influenc-
ing performance. Therefore, we manually created
a test set of minimally differing pairs by adding
negation to the original data.

3.3 Negation test set

In order to investigate whether vision-and-language
models perform differently in the presence of nega-
tion, we annotated a portion of the NLVR2 test set
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LXMERT UNITERpaired−attn UNITERtriplet
neg. non-neg. neg. non-neg. neg. non-neg.

Dev set 71.43 74.92 74.29 77.38 70.00 71.68
Test set 67.74 74.71 74.87 77.89 67.57 73.61

Table 1: Accuracy on samples which contain negation and samples which do not contain negation from the original
development and test set.

Negation type o/n Example count

Verbal (content)
o At least one person is wearing a hat. 91
n At least one person is not wearing a hat. 94

Verbal (existential)
o The left image contains exactly two dogs. 108
n The left image does not contain exactly two dogs. 108

NP (nonexistential)
o All the cars are facing towards the left. 28
n Not all the cars are facing towards the left. 29

NP (existential)
o All the marmots are on rocks. 55
n None of the marmots are on rocks. 55

NP (number-to-none)
o There are a total of four people in the gym. 72
n There are no people in the gym. 72

Sentence-wide
o there are sled dogs moving toward the camera 83
n It is not true that there are sled dogs moving toward the camera 83

Table 2: Example negated sentences and counts for each category. “o” stands for original, “n” stands for negated.

to create instances of negation. An important re-
quirement for the annotation was that every negated
instance has a flipped label compared to the origi-
nal.1 It should also be noted that while negation is
a complex phenomenon, here we only consider ab-
solute negators (e.g., no, not, nobody, nothing), and
we do not consider approximate negators (e.g., few,
little, barely) or affixal negators (e.g., the prefixes
un-, in-, non-, see Pullum and Huddleston (2002).
The negation categories below are constrained by
these two considerations.

First, we identified appropriate samples for nega-
tion. We selected the samples in pairs, where both
samples belonging to a pair have the same images,
but different sentences and True/False labels. This
was done so that the labels remain balanced in the
new negation test set. See Appendix B for more
criteria for sample selection.

Next, we created negated versions of each sam-
ple in such a way that the new sample has a flipped
label according to the annotator’s judgement. It is
important to keep in mind that the truth value of an
example depends on the images and the sentence;

1The flipped label requirement was in place to aid the anal-
ysis. It is less straightforward to evaluate pairs with the same
label, since we would not be able to tell if the model is doing
anything differently with and without the negation. Future
work could include analysis of examples where negation does
not change the label.

if we just look at the sentence on its own, adding
negation does not flip the truth value in all cases.
The annotator also recorded the type of negation for
each example as belonging to one of six categories
(see Table 2 and Appendix C for examples):

Verbal negation:

• Content negation: where negation is attached
to a verb expressing an action (“is not stand-
ing”) or a characteristic (“don’t have black
seats”).

• Existential negation: where the negated verb
relates to the existence of a predicate (“the im-
age doesn’t include . . . ”, “there aren’t . . . ”).

Noun phrase negation:

• Non-existential: the resulting negated NP
does not deny the existence of an object, for
example “not all birds”, “no more than three
birds”.

• Existential negation: denies the existence of
an object in a noun phrase (“no dogs”, “neither
image”).

• Number-to-none negation: similar to existen-
tial negation, but the original NP contains a
numeral (“at least two dogs”, “a total of five
birds”) and the negated version denies the ex-
istence of the object (“no dogs”, “no birds”).
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Sentence-wide negation: negating the full sen-
tence by appending “It is not the case that . . . ” or
“It is not true that . . . ” at the start.

The annotation was done with minimal possible
perturbations of the original sentences to allow
for a fairer comparison between the original and
the negated samples. For some of the original
samples it was possible to create several different
negated ones. Those were kept to a maximum of
three and in practice few samples had more than
two possible negations. Table 2 shows the number
of samples belonging to each category as well as
the number of corresponding original samples. In
total there are 441 negated samples created from
400 original samples.

It should be noted that there are some differences
between the existing negated examples in the orig-
inal NLVR2 test set and the examples in our nega-
tion test set. Firstly, we had to keep the negated sen-
tences grammatical and minimally different, which
restricted the variety of negation structures and
types. Second, people likely use negation differ-
ently when they are describing images in a natural
setting, than when it is added to existing descrip-
tions artificially. See Appendix D for a further dis-
cussion of the differences between our test set and
negation present in the original NLVR2 test set.

4 Experimental results

4.1 Experimental setup
We followed the instructions in the respective
repositories for LXMERT2 and UNITER3 to
obtain the pre-trained checkpoints and finetune
them for the NLVR2 task. For both versions of
UNITER we used the UNITER-base pre-trained
checkpoint. LXMERT was finetuned for four
epochs and achieved an accuracy of 74.61%
and 74.12% on the development and test sets
respectively. UNITERpaired-attn was finetuned for
seven epochs and achieved an accuracy of 77.10%
and 77.64% on the development and test sets.
UNITERtriplet was finetuned for 10 epochs and
achieved accuracies of 71.53% on the development
and 73.10% on the test set.

4.2 Results on the negation test set
Table 3 shows the results on the negation test set by
category. For comparison, we have provided accu-
racy on the original samples corresponding to the

2https://github.com/airsplay/lxmert
3https://github.com/ChenRocks/UNITER

negated samples in each category. As can be seen
from the table, all models perform worse on the
negation samples, across all categories. The only
exception to this is UNITERtriplet on the NP (nonex-
istential) category, where the score for the negative
samples is higher than that for the corresponding
positive ones. Between the three models, overall
the performance of UNITERpaired-attn is highest,
followed by UNITERtriplet and LXMERT.

Looking at specific categories, LXMERT seems
to struggle the most with verbal negation, while
both versions of UNITER perform better, achiev-
ing scores between 14 and 20 points higher than
LXMERT. The scores for the three NP nega-
tion types are more varied between models, with
UNITERtriplet outperforming the others on the
number-to-none and nonexistential categories and
UNITERpaired-attn outperforming on the existen-
tial category. Since the negated forms of the NP
(number-to-none) category and the NP (existen-
tial) category are very similar, it is surprising that
there is such a big gap in performance (around 20
points) for two of the models. All models struggle
significantly with sentence-wide negation. One ex-
planation for this could be that the models do not
encounter the phrases used to create these samples
in the training data and ignore them.

Table 4 shows accuracy of the negated samples,
split by whether the model predicts the correspond-
ing original sample correctly or not. A higher score
on the originally correct examples indicates that
the model is potentially able to handle negation,
i.e., it learns that negation inverts the truth value. A
higher score on the originally incorrect examples is
less clear – since there are only two categories, the
model can achieve this by simply ignoring nega-
tion and outputting the same prediction as for the
original. Looking at the originally correct category,
UNITERpaired-attn outperforms both other models
across categories, except for the sentence-wide cat-
egory. For the sentence-wide category, LXMERT
outperforms both versions of UNITER by more
than 16 points. Turning to the originally incor-
rect category, here all models perform much bet-
ter across negation categories, with the exception
of NP (existential) negation. The highest score
overall is obtained by UNITERtriplet, followed by
LXMERT and UNITERpaired-attn.

https://github.com/airsplay/lxmert
https://github.com/ChenRocks/UNITER
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LXMERT UNITERpaired−attn UNITERtriplet
negative positive negative positive negative positive

Verbal (content) 28.72 69.23 43.62 73.63 43.62 71.43
Verbal (existential) 30.56 82.41 50.0 77.77 44.44 66.66
NP (nonexistential) 44.83 67.86 48.28 64.29 55.17 50.0
NP (existential) 34.55 80.0 50.91 85.45 32.73 87.27
NP (number-to-none) 54.17 72.22 51.39 77.77 55.56 76.39
Sentence-wide 38.55 66.27 31.33 69.87 38.55 65.06
Overall 36.96 73.5 45.35 76.5 44.22 71.5

Table 3: Accuracy on the negation test set and the corresponding non-negated (positive) examples.

LXMERT UNITERpaired−attn UNITERtriplet
o. correct o. incorrect o. correct o. incorrect o. correct o. incorrect

Verbal (content) 15.38 58.62 40.58 52.0 30.3 75.0
Verbal (existential) 21.35 73.68 46.43 62.5 29.17 75.0
NP (nonexistential) 30.0 77.78 42.11 60.0 40.0 71.43
NP (existential) 36.36 27.27 55.32 25.0 27.08 71.43
NP (number-to-none) 46.15 75.0 51.79 50.0 47.27 82.35
Sentence-wide 25.45 64.29 8.62 84.0 9.26 93.1
Overall 27.38 63.79 40.54 60.19 29.35 79.39

Table 4: Accuracy for the negated examples for whose original (unnegated) version the model makes a cor-
rect/incorrect prediction (“o. correct”/“o. incorrect”).

5 Causal mediation analysis

We will now take a closer look at the effect of
adding negation and the contributions of specific
neurons to model predictions using causal medi-
ation analysis. This type of analysis can help us
measure the effect of a change in the input (adding
negation) on the output beyond looking at accu-
racy only. We also apply mediation analysis to
find out if specific neurons in the model contribute
to a change in the output more than others. We
continue to work with the negation categories de-
scribed previously and aim to discover if the results
from this analysis correspond to the observed dif-
ferences in accuracy between the categories and
whether neuron effects differ by category.

Similarly to Finlayson et al. (2021), we are work-
ing with a task which has correct and incorrect
outputs (in their case continuations, in ours, la-
bels). We therefore follow their definitions. We
want to measure the ability of the model to predict
the correct True/False label given the images and
the sentence. Therefore, we define our response
variable as:

y(u, l) =
pθ(lincorrect|u)
pθ(lcorrect|u)

where u are the images and the text, which can ei-
ther match (utrue) or not (ufalse), and l is the label.

This equation takes the following form depending
on whether the gold label is True or False:

y(utrue, l) =
pθ(lfalse|utrue)
pθ(ltrue|utrue)

y(ufalse, l) =
pθ(ltrue|ufalse)
pθ(lfalse|ufalse)

The value for y is small (y < 1) when the model
assigns the correct label, and large (y > 1) when
the model assigns the incorrect label.

Following Vig et al. (2020) and Finlayson et al.
(2021), we define two do-operations: (a) negate:
negate the original sentence so that the truth value
changes, and (b) null: no change. We also define
yx(u, l) to be the value of y when we apply the op-
eration x to the context u. This takes the following
values under the negate operation for each of the
possible values of u:

ynegate(utrue, l) =
pθ(lfalse|ufalse)
pθ(ltrue|ufalse)

ynegate(ufalse, l) =
pθ(ltrue|utrue)
pθ(lfalse|utrue)

In order to measure the change in the response
variable under the intervention (negation), we
define the unit-level (per one original/negated pair)
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total effect as:

TE(negate,null; y, u, l) =

ynegate(u, l)− ynull(u, l)

ynull(u, l)
=

ynegate(u, l)

ynull(u, l)
− 1

As Finlayson et al. (2021) state, this quantity
measures the margin between the probability of
the correct and incorrect answers under an inter-
vention. However, unlike Finlayson et al. (2021),
we analyse the originally correct and originally
incorrect examples separately. When the model
predicts the original example correctly, a larger
total effect under the intervention could indicate a
better handling of negation, as it suggests a higher
probability of the correct label under negation.
When the original example is predicted incorrectly,
it is less clear what the total effect indicates. While
a larger total effect suggests a move towards the
correct prediction under negation, this does not
necessarily mean negation is handled better. A
smaller total effect suggests a move toward the
incorrect label, but this means flipping the label,
which is desired behaviour.

We calculate the average total effect across all
example pairs, for each negation type and for two
different sizes of UNITER:

TE(negate,null; y) =

Eu,l
[
ynegate(u, l)

ynull(u, l)
− 1

]
For the mediation analysis, we focus on the effects
of individual neurons from the representation of
the [CLS] token on the response variable y. In the
following definition, z refers to a single neuron.
We measure the natural indirect effect (NIE) of
a change in the input X on the response variable
y, with respect to a mediator z. As mentioned
in Section 2.3, this is done by fixing the input to
its value without the intervention, but changing
the value of the mediator z to its value under the
intervention. In this case, we set the input to its
value without negation (i.e. the original images-
sentence pair which does not contain negation), but
set the value of z (the neuron) to the value it would
take if the input was the negated version of the
images-sentence pair. The population level NIE

then is defined as:

NIE(negate,null; y, z) =

Eu,l
[
ynull,znegate(u,l)(u, l)

ynull(u, l)
− 1

]
As we are concerned with the effects of spe-

cific mediators (the neurons) on the output, we do
not calculate the natural direct effect (NDE) which
measures the effect of the input without the inter-
vention of a mediator. We also do not consider
intervening on attention heads in this work, as the
length of the original and the negated sentences is
different.

5.1 Results

For this analysis we use the triplet version of
UNITER (Chen et al., 2020). We perform the anal-
ysis on the base and large versions of the model
(see Appendix E for accuracy results of the large
model). We use UNITER-base and UNITER-large
to refer to the two sizes of the triplet model.

Total effects We report the total effect for each
negation type for both model sizes, separately for
the originally correct and originally incorrect exam-
ples (Figure 3). Looking at the originally correct
examples (left side of Figure 3), we observe that
the total effects of UNITER-base are in most cases
several orders of magnitude larger than those of
UNITER-large. This difference between models
could mean that the two models assign probabili-
ties differently, i.e., the base model assigns more
extreme probabilities to the correct answers, while
the large model assigns more moderate probabili-
ties. Both models show similar patterns, with the
lowest total effects being observed for the sentence-
wide and the verbal (content) negation categories
and the highest for the NP (nonexistential) and ver-
bal (existential) categories. This pattern does not
show any apparent correlation with the accuracies
reported in the previous section – a higher total ef-
fect does not necessarily mean a higher accuracy. It
is possible that for categories with higher accuracy
but comparatively lower total effects the change in
probability is moderate, but meaningful – enough
to flip the label. At the same time, it could be that
the categories with a high total effect contain ex-
amples with extreme probabilities which skew the
average.

The right part of the figure shows the total effects
of examples for which the model incorrectly pre-
dicts the original. A larger total effect indicates a
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Figure 4: Natural indirect effect of the top 5% of neurons in each layer per negation category. Shaded area
represents the standard deviation.

larger change in the probability moving towards the
correct prediction for the negated sample, whereas
a smaller (negative) total effect indicates a larger
change moving in the direction of the incorrect pre-
diction for the negated sample. These changes are
more difficult to interpret for the originally incor-
rect samples. A larger total effect could indicate
that the model is handling negation, however, it is
not clear why that would be the case if the original
sample was incorrectly predicted. A negative total
effect indicates that the prediction probability is
moving towards the opposite label from the one
predicted for the original which could also be in-
terpreted as the model handling the negation, since
a change of label is expected. All total effects are
smaller than the ones observed for the originally
correct examples, which is expected given the ob-
served high accuracies – the model prediction does
not change a lot under the intervention and the total

effect is closer to zero.

Natural indirect effects Figure 4 shows the
NIEs of the top 5% of neurons with the highest
NIE in each layer, for each negation category. We
observe that for both models, the NIEs are approxi-
mately zero in the lower layers and become larger
in the upper layers. The NIEs are similar between
negation types, however, for both models we ob-
serve the highest NIEs for the NP (existential) type.
We do not see any differences in patterns based on
the negation category, which suggests we do not
have evidence for a different treatment of the dif-
ferent categories by the model. We also compared
the NIEs of examples split by whether the origi-
nal/negated one is correctly predicted by the model,
however, we do not observe notable differences
(Appendix F).

Previous studies on language models have shown
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that syntactic information is stored in the middle
layers, task-specific information is stored in the
upper layers and there are conflicting conclusions
regarding semantic information being found in the
upper layers, or throughout the model (see Rogers
et al. (2020) for an overview). It is unclear whether
these patterns hold for vision-and-language mod-
els. However, if they do, our results show that the
models do not process negation on a syntactic level
– at least not in terms of the neurons. The observed
effects in the upper layers suggest that negation
may be semantically processed in some way. Fur-
ther investigation is required to draw more definite
conclusions.

6 Conclusion

Our work shows that pre-trained vision-and-
language models find it difficult to handle nega-
tion, which is a finding that is consistent with pre-
vious work on pre-trained language models. Us-
ing a manually created set of minimally differing
pairs we show that two vision-and-language mod-
els (LXMERT and UNITER) fail to reach good
performance in the presence of negation. We con-
duct causal mediation analysis on the neurons of
one model and find that the main effects of nega-
tion are found in the upper layers. However, these
effects are small and do not seem to correlate well
with model accuracy.

While causal mediation analysis is a useful anal-
ysis tool, it is not straightforward to apply it to all
models and to the analysis of attention when the
input is of different length in the base case and un-
der the intervention. In the future we would like
to extend our analysis to other model variations
(e.g., the UNITERpaired-attn model which processes
the images separately from each other), and to at-
tention heads.
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A Negation word list

not, isn’t, aren’t, doesn’t, don’t, can’t, cannot,
shouldn’t, won’t, wouldn’t, no, none, nobody, noth-
ing, nowhere, neither, nor, never, without

B Sample selection

During the annotation samples with the following
properties were discarded:

• Samples which already contain negation.
• Samples with inappropriate or unpleasant im-

ages.
• Samples which are too similar to already an-

notated samples. Because of the way NLVR2
was created, there are sample pairs that are
very similar to each other – those were dis-
carded to increase the diversity of the negation
test set.

• Samples with sentences containing typos and
other errors.

• Samples for which there is no way to negate
the sentences and flip the label, and at the
same time keep them grammatically correct.

C Negation examples with images

See Figure 5.

D Negation types in original data

We annotated the negation types of 100 examples
from the NLVR2 training set which were automati-
cally determined to contain negation, as well as 50
from the development and test sets each. Results
are shown in Table 5. We do not distinguish be-
tween NP (existential) and NP (number-to-none),
since there are no “original” examples to com-
pare with. The “Other” category contains mostly
negated adjectives. The original negated examples
differ from our annotation in several ways. First,
the sentence-wide type is not found in the original

Train Dev Test
Verbal (content) 20 28 22
Verbal (existential) 3 2 10
NP (existential) 45 40 46
NP (nonexistential) 31 32 26
Other 2 2 4

Table 5: Percentage of examples that contain each of
the negation types. Note that some examples contain
more than one type, so the percentages do not add up
to 100.

data. This was confirmed by a simple search across
the whole dataset for the phrases which compose
this negation type (“It is not the case that . . . ”, “It
is not true that . . . ”). Second, there are very few
instances of verbal (existential) negation in the orig-
inal data, whereas this type is very over-represented
in our annotation. Finally, NP (nonexistential) is
very under-represented in our annotation compared
to the original data.

E UNITER-large triplet results

See Table 6.

F NIE per correctness category

Figure 6 shows the NIEs of each negation type for
UNITER-base, comparing between correctness cat-
egories. The four correctness categories reflect the
correctness of the original sample without the inter-
vention and the correctness of the negated sample.
NIE can be negative, which indicates a change to-
wards the incorrect label. Here, we look at both the
top 5% neurons and the bottom 5% neurons to find
out if some neurons specifically contribute to in-
correct predictions. The patterns we see are largely
similar between the six negation types. The largest
NIEs are observed in cases where both the origi-
nal and the negated samples are predicted wrong.
However, this result may be unreliable due to the
small sample size (recall from Section 4 that a
large percentage of the originally incorrect samples
are predicted correctly when negated, therefore the
number of “i-i” examples is small). The other cor-
rectness categories all exhibit similar NIEs with the
highest values concentrated in the upper layers (8
to 12). We expected to see higher NIE for the “c-c”
category, however, that is not the case.
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Original: At least one monkey is sitting in a tree 
in the image on the left.
Negated: At least one monkey is not sitting in a 
tree in the image on the left.

True

False

(a) Verbal (content)

Original: There are three pandas.

Negated: There aren’t three pandas.

True

False

(b) Verbal (existential)

Original: Every dog is wearing a collar.

Negated: Not every dog is wearing a collar.

False

True

(c) NP (nonexistential)

Original: A dog is resting its head on something.

Negated: No dog is resting its head on something.

True

False

(d) NP (existential)

Original: Four or fewer television screens 
are visible.
Negated: No television screens are visible.

True

False

(e) NP (number-to-none)

Original: Three or fewer goats are visible.

Negated: It is not true that three or fewer 
goats are visible.

False

True

(f) Sentence-wide

Figure 5: Examples for each negation type with images and labels.

UNITERtriplet−large
negative positive o.correct o.incorrect

Verbal (content) 43.62 74.76 36.62 65.22
Verbal (existential) 54.63 68.52 51.35 61.76
NP (existential) 56.36 85.46 59.57 37.5
NP (number-to-none) 58.33 76.38 54.55 70.59
NP (nonexistential) 48.28 60.71 33.33 72.73
Sentence-wide 37.35 72.29 21.67 78.26
Overall 49.43 74.0 43.38 66.38

Table 6: Results on the negation test set.
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Figure 6: Natural indirect effect of the top (solid line) and bottom (dashed line) 5% of neurons in each layer. The
figure shows the NIEs by correctness category: “c-c”: both original and negated sample are correctly predicted;
“c-i”: original is correctly predicted and negated is incorrectly predicted; “i-c”: original is incorrectly predicted,
negated is correctly predicted; “i-i”: both are incorrectly predicted.


