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Abstract

Recent work has shown evidence that the
knowledge acquired by multilingual BERT
(mBERT) has two components: a language-
specific and a language-neutral one. This pa-
per analyses the relationship between them,
in the context of fine-tuning on two tasks –
POS tagging and natural language inference –
which require the model to bring to bear differ-
ent degrees of language-specific knowledge.
Visualisations reveal that mBERT loses the
ability to cluster representations by language
after fine-tuning, a result that is supported by
evidence from language identification experi-
ments. However, further experiments on ‘un-
learning’ language-specific representations us-
ing gradient reversal and iterative adversarial
learning are shown not to add further improve-
ment to the language-independent component
over and above the effect of fine-tuning. The
results presented here suggest that the process
of fine-tuning causes a reorganisation of the
model’s limited representational capacity, en-
hancing language-independent representations
at the expense of language-specific ones.

1 Introduction

Since the introduction of transformer architectures
and the demonstration that they improve the state
of the art on tasks such as machine translation
and parsing (Vaswani et al., 2017), there has been
a decisive turn in NLP towards the development
of large, pre-trained transformer models, such as
BERT (Devlin et al., 2019). Such models are pre-
trained on tasks such as masked language mod-
elling (MLM) and next-sentence prediction (NSP)
and are intended to be task-agnostic, facilitating
their transfer to new tasks following fine-tuning
with limited amounts of data.

Extending such models to multiple languages
is a natural next step, as evidenced by the recent

proliferation of multilingual transformers, includ-
ing multilingual BERT (mBERT), XLM (Con-
neau and Lample, 2019), and XLM-R (Conneau
et al., 2020a). These follow from a line of earlier
work which sought to achieve transferable mul-
tilingual representations using recurrent network-
based methods (e.g. Artetxe et al., 2019, inter
alia), as well as work on developing multilingual
embedding representations (Ruder et al., 2017).

The considerable capacity of these multilin-
gual models and their success in cross-lingual
tasks has motivated a lot of research into the na-
ture of the representations learned during pre-
training. On the one hand, there is a signifi-
cant amount of research suggesting that models
such as mBERT acquire robust language-specific
representations (Wu and Dredze, 2019; Libovický
et al., 2020; Choenni and Shutova, 2020). On
the other hand, it has been suggested that in
addition to language-specific information, mod-
els like mBERT also have language-neutral rep-
resentations, which cut across linguistic distinc-
tions and enable the model to handle aspects of
meaning language-independently. This also al-
lows the model to be fine-tuned on a monolin-
gual labelled data set and achieve good results in
other languages, a process known as cross-lingual
zero-shot learning (Pires et al., 2019; Libovický
et al., 2020; Conneau et al., 2018; Hu et al., 2020).
These results have motivated researchers to try and
disentangle the language-specific and language-
neutral components of mBERT (e.g. Libovický
et al., 2020; Gonen et al., 2020).

This background provides the motivation for the
work presented in this paper. We focus on the rela-
tionship between language-specific and language-
neutral representations in mBERT. However, our
main goal is to study the impact of fine-tuning
on the balance between these two types of rep-
resentations. More specifically, we measure the
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effect of fine-tuning on mBERT’s representations
in the context of two different tasks – part-of-
speech (POS) tagging and natural language infer-
ence (NLI) – which lay different demands on the
model’s semantic and language-specific knowl-
edge. While NLI involves reasoning about deep
semantic relations between texts, POS tagging re-
quires a model to bring to bear knowledge of a lan-
guage’s morphosyntactic features. Though many
languages share such features as a result of ty-
pological relations (which mBERT is known to
exploit; see, e.g. Pires et al., 2019; Choenni and
Shutova, 2020; Rama et al., 2020), there are also
language-specific features to which, we hypothe-
sise, mBERT needs to dedicate a greater share of
its representational capacity, compared to the NLI
task.

We show that the model accommodates
language-specific and language-neutral represen-
tations to different degrees as a function of the
task it is fine-tuned on. This is supported by re-
sults from language identification (LID) experi-
ments, conducted both on task-specific data and
on a new data set extracted from Wikipedia. We
then consider two alternative strategies that force
the model to ‘unlearn’ language-specific represen-
tations, via gradient reversal or iterative adver-
sarial learning. These are shown not to further
improve the language-independent component for
cross-lingual transfer, over and above the effect
of fine-tuning. Thus, we conclude that the reor-
ganisation of mBERT’s representations that hap-
pens with fine-tuning is already taking on this role.
Note that our goal is not to improve mBERT’s
multilinguality but to acquire a better understand-
ing of it, extending previous work along these
lines.

Our main contributions are (a) to provide fur-
ther support for the distinction between language-
specific and language-neutral representation in
mBERT; (b) to show that fine-tuning results in a
reorganisation of mBERT’s representations in a
way that destroys existing language clusters; (c) to
study two methods to enhance language-neutrality
in mBERT, both of which are shown not to im-
prove performance on fine-tuned tasks; (d) a new
Wikipedia-based language identification data set.

2 Tasks and data

To perform cross-lingual zero-shot learning, we
fine-tune mBERT on English only and evalu-

ate it on multiple languages at once. We fo-
cus on two tasks: the low-level structured pre-
diction task of cross-lingual POS tagging and the
high-level semantic task of cross-lingual NLI. We
chose these two tasks, because each task requires
a different type of linguistic knowledge. Cross-
lingual POS tagging requires a model to bring to
bear language-specific knowledge related to mor-
phosyntactic properties, word order, etc., in de-
termining the correct part-of-speech to assign to
a token in context. Previous work, for example
by Pires et al. (2019), showed good results on this
task for mBERT in a cross-lingual zero-shot set-
ting. In contrast, NLI requires a model to deter-
mine the semantic relationship between two texts,
determining whether it is one of entailment, con-
tradiction or neutrality (Sammons, 2015; Bowman
et al., 2015). We expected this task to require more
language-neutral, semantic knowledge, compared
to POS tagging.1

In addition to results on these two tasks, we re-
port results on language identification (LID) ex-
periments. These are reported both on the test data
for the tasks themselves, as well as on an inde-
pendent data set consisting of Wikipedia texts, de-
scribed below.

In all the experiments reported, we reserve a
development set for hyperparameter tuning and
a validation set to monitor progress during train-
ing. Data set statistics are provided in the Ap-
pendix. Following the practice of Hu et al.
(2020) for the XTREME benchmark, all texts
were truncated to their first 128 tokens (with
XNLI having a combined premise-hypothesis
length of 128). All the data was tokenised us-
ing the bert-base-multilingual-cased
tokeniser.2 Data containing unknown tokens (ac-
cording to the tokeniser) was omitted. All our ex-
periments are conducted on data for 33 languages,
the same set of languages included in the UD-
POS task of the XTREME benchmark (Hu et al.,
2020).3 The exception is XNLI, for which cross-
lingual test data exists for only 15 of these lan-

1We note that one task is word-level and one is sentence-
level. Ideally the two tasks would have the same level of gran-
ularity, but, to our knowledge, no two tasks conform to this
goal while at the same time addressing the morphosyntax-
versus-semantics requirements.

2https://huggingface.co/
bert-base-multilingual-cased

3ISO 639-1 language codes used: af, ar, bg, de, el, en, es,
et, eu, fa, fi, fr, he, hi, hu, id, it, ja, kk, ko, mr, nl, pt, ru, ta, te,
th, tl, tr, ur, vi, yo, and zh.

https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
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guages (Conneau et al., 2018).

UDPOS For POS tagging, we use data from
the Universal Dependencies Treebank (UDPOS;
Marneffe et al., 2020) v2.7, using the train/dev/test
splits provided. A validation set is randomly sam-
pled from the training set. Since we are interested
in cross-lingual zero-shot learning, we removed all
non-English data from the train/val splits.

XNLI For NLI, we use the monolingual English
MultiNLI data set (Williams et al., 2018) as a
training set, and the Cross-lingual Natural Lan-
guage Inference data (XNLI; Conneau et al., 2018)
for the development set and test set. Again, a val-
idation set is randomly sampled from the training
set.

Wikipedia An independent data set for LID was
extracted from Wikipedia. For each language, we
randomly selected 5 000 paragraphs which are at
least 100 characters in length. Further details are
provided in the Appendix.

3 Model architecture

The general architecture used in our experiments
is shown in Figure 1. We use a pre-trained mBERT
model to encode the input using its final hidden
layer, because we are interested in the linguistic
capabilities of mBERT’s typical use case, which is
also the practice in the XTREME benchmark (Hu
et al., 2020). The same mBERT model is shared
between two single-layer softmax classifiers, both
trained using a categorical cross-entropy loss. One
of these assigns a task-specific label (a POS tag
or an NLI class). This is trained on UDPOS or
XNLI data. We will sometimes refer to this as the
target task. The other is a language classifier that
predicts which of the 33 languages (see above) the
input text is written in. The language classifier is
trained on the Wikipedia data.

We conduct separate experiments for each tar-
get task (UDPOS and XNLI). In the case of UD-
POS, the classification is for individual tokens.
For XNLI, the classification is for sentence pairs,
represented as a single text consisting of the con-
catenation of the premise and hypothesis, sepa-
rated by a [SEP] token.

The language classifier is also trained to either
predict the language of each token or of an entire
text according to the target task. In this way, we
are also able to test this classifier for predictions
both on the independent Wikipedia data and on

mBERT

label 
classifier

language 
classifier

Figure 1: The basic model architecture.

the test data from the target task (which is also la-
belled by language).

Unless otherwise specified, gradients from the
language classifier are not propagated to the pre-
trained mBERT model. Thus, the mBERT model
parameters are only fine-tuned on the target task
data set whilst the language classifier is fine-
tuned in isolation. This allows us to monitor how
much language-specific information exists in the
mBERT encoding, without directly influencing it.

More information about how the model was
trained together with the hyperparameters used
can be found in the Appendix.4

3.1 Modifying mBERT’s language-specific
representations

To explain the rationale for our experiments
on language-specificity, we distinguish language-
neutrality from language confusion.

Let TL1 be a text in language L1, and its trans-
lation TL2 in language L2, and let E(·) be an en-
coding extracted from a model M. We say that
E(·) is language-neutral if E(TL1) is close to, or
identical with, E(TL2). Thus, M treats seman-
tically equivalent texts in different languages in
the same way. In contrast, language confusion
places a weaker requirement on a model: here,
E(TL1) and E(TL2) need not be identical, but the
encoding itself does not support language identifi-
cation. In short, language confusion arises when
language-specific information is missing from an
encoding.

Here, we focus on reducing language-
specificity using methods to enhance language
confusion, inspired by work on domain adapta-
tion. In a domain adaptation setting, Ganin and
Lempitsky (2015) successfully enhanced domain
invariance by enhancing domain confusion. We
want to see if this works for language as well,
that is, whether reducing the language-specificity

4Our implementation can be found on the
GitHub repo https://github.com/mtanti/
mbert-language-specificity.

https://github.com/mtanti/mbert-language-specificity
https://github.com/mtanti/mbert-language-specificity


217

of representations leads to better cross-lingual
generalisation on target tasks. To this end, we
consider two methods which are intended to
enhance the model’s language confusion: gradient
reversal and iterative entropy maximisation.5

Gradient reversal Gradient reversal has been
used to train a classifier in a multi-domain setting,
using only labelled data in a single domain (Ganin
and Lempitsky, 2015). A small labelled data set
in one domain and a large unlabelled data set in
another domain can be used to encourage the fea-
tures learned by the model to be domain-invariant
by training the model to confuse a domain clas-
sifier, thus avoiding any features that are specific
to the labelled data set’s domain. We make use
of Ganin and Lempitsky’s gradient reversal layer,
which multiplies gradients from the language clas-
sifier by a factor −λ before backpropagating them
to the mBERT model. In effect, this updates the
language classifier layer itself to perform better
at LID whilst the mBERT parameters are updated
to make the language of an encoded text progres-
sively harder to classify. A similar strategy was
proposed by Libovický et al. (2020), who used
gradient reversal from LID during additional pre-
training of mBERT using masked language mod-
elling. Here, we consider its use in the context
of fine-tuning on a target task, such as UDPOS or
NLI. Hyperparameters, including λ, are listed in
the Appendix.

Entropy maximisation Iterative entropy max-
imisation is closer in spirit to the strategies
employed by generative adversarial networks
(GANs), in that training is performed iteratively in
two alternating phases, each lasting one epoch. In
the first phase, the language classification layer is
trained in isolation for one epoch on the Wikipedia
data set. In the second phase, the target classifier is
trained together with mBERT with two goals: (a)
maximise the accuracy of the label classifier and
(b) maximise the entropy of the language classi-
fier’s output probabilities. The entropy maximisa-
tion step is intended to make the language classi-
fier approach a uniform distribution, thus training
the mBERT model to make the encodings as con-
fusing as possible to the language classifier.

The loss in the second phase is a combination
of the label classifier’s loss and the language clas-

5Note that we do not change the architecture or the pre-
trained mBERT model in these experiments.

sifier’s negative entropy. This loss is calculated as
follows:

L = (1− w)(XE(ya)) + w
(
−
∑

ln yb

)
(1)

where ya is the label classifier output, yb is the
language classifier output, XE is the cross entropy
function, and w is the weight assigned to the loss
for the language classifier. Hyperparameters, in-
cluding w, are listed in the Appendix.

4 Experiments

In what follows, we first discuss the language clus-
tering and LID capabilities of mBERT both in its
unmodified form, and after fine-tuning on UD-
POS and XNLI. Then, we consider the impact of
gradient reversal and entropy maximisation, both
of which seek to shift mBERT representations to-
wards greater language neutrality.

4.1 The effect of fine-tuning on
language-specific representations

In this section we focus on how much language-
specific information is readily available in mBERT
representations before and after fine-tuning it. We
measure this in two steps.

First, we train the label and language classifiers
on the unmodified pre-trained mBERT model,
without modifying mBERT’s parameters. We
measure the model’s performance on the target
task using the label classifier and on the LID task
using the language classifier. We measure LID
performance on both the target task test data and
on the Wikipedia test data.

Second, we reinitialise both classifiers and
train the label classifier together with the pre-
trained mBERT model, after which we freeze
mBERT’s parameters and train the language clas-
sifier. Again, we measure the label and language
classifiers’ performance as explained above.

In addition, we show 2D t-SNE projections
of mBERT’s representations of a sample of data
items (tokens or texts) from the target task test set
and from the Wikipedia test set. Sample sizes are
given in the Appendix. We colour the 2D points
according to label (target test set) or language (tar-
get test set and Wikipedia test set). This allows
us to compare the way in which mBERT organises
representations prior to and after fine-tuning. As a
numerical measure of organisation we cluster the
full representations (prior to t-SNE compression)
using k-means and measure the agreement of the
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UDPOS XNLI
Init. Fine-T. Init. Fine-T.

Target task 51.2 59.6 29.7 66.3
Lang. ID (Target) 78.3 0.3 49.8 39.2
Lang. ID (Wiki) 59.3 0.5 97.0 97.2

Table 1: Macro F1 scores (%) for target tasks (UDPOS
and XNLI) and language identification before (Init.)
and after fine-tuning (Fine-T.). Note that ‘Lang. ID
(Target)’ refers to language classification on the target
data set.

clusters for labels/languages using the V-measure
(Rosenberg and Hirschberg, 2007). We take the
average V-measure from ten independent runs of
k-means clustering (from scratch).

Table 1 gives the macro F1 scores of the classi-
fier predictions. For both target tasks, performance
improves after fine-tuning, as expected. This oc-
curs to a greater extent on XNLI than on UDPOS.6

For LID, we observe the reverse trend: on both
the target test sets and Wikipedia, the classifier’s
performance in detecting the language of the input
drops significantly after fine-tuning for UDPOS,
less so for XNLI (with Wikipedia LID remaining
unchanged on XNLI).

UDPOS XNLI
Grad. Ent. Grad. Ent.

Target task 53.5 56.8 62.2 62.1
Lang. ID (Target) 0.1 5.5 1.3 3.4
Lang. ID (Wiki) 0.1 3.1 1.5 54.3

Table 2: Macro F1 scores (%) for target tasks (UDPOS
and XNLI) and language identification after training
using gradient reversal (Grad.) and entropy
maximisation (Ent.). Note that ‘Lang. ID (Target)’
refers to language classification on the target data set.

Figure 3 and Figure 4 show the t-SNE projec-
tions of the token-based UDPOS representations
and the text-based XNLI representations respec-
tively, together with the corresponding V-measure.
For labels in both target tasks, mBERT starts off
with no discernible structure, whereas fine-tuning
results in clear clusters by label (compare Figures
3a vs 3b; and 4a vs 4b).7

6Note that we report macro F1 scores. The results re-
ported in related work, such as the XTREME benchmark (Hu
et al., 2020), report accuracies for NLI and micro F1 scores
for POS. They are comparable to those in Table 1: we obtain
micro F1 for POS of 73.4%, compared to 70.3% reported by
Hu et al. (2020); and accuracy of 66.3% on XNLI, where the
equivalent result reported by Hu et al. (2020) is 65.4%.

7Note that fine-tuning was done on English data, while
the plots are generated on the multilingual test data, mean-
ing that data for languages that were not used for fine-tuning
nevertheless cluster by labels in line with the English data.

On the other hand, the opposite is observed for
languages. Here, mBERT starts off with fairly
clear-cut language clusters which then become
mixed (compare Figures 3c vs 3d; and 4c vs 4d).
This is less evident in the Wikipedia data set. In
general, we observe a loss of language-specific
representational capacity following fine-tuning on
both tasks, in line with the drop in LID perfor-
mance in Table 1.

In the case of the Wikipedia plots for XNLI
(Figures 4e and 4f), there seems to be negligible
clustering present (even according to V-measure)
but a very high LID performance. Given that the
language classifier is single layer deep, this in-
dicates that, although the representations are not
clustered, they are still linearly separable (before
being compressed by t-SNE).

With the exception of LID on Wikipedia after
XNLI fine-tuning, there is a drop in LID perfor-
mance, which we take as evidence that as mBERT
is fine-tuned on a task, its representations become
more language invariant. Put differently, fine-
tuning requires mBERT’s finite representational
capacity to be dedicated to the task requirements,
at the expense of accurately distinguishing be-
tween languages. In this sense, language-specific
and language-neutral representations are compet-
ing with each other in the context of fine-tuning.

However, the results also show interesting dif-
ferences between tasks: fine-tuning results in a
steeper increase in F1 score for XNLI compared to
UDPOS, suggesting that cross-lingual transfer on
semantic tasks may benefit more if language speci-
ficity decreases, compared to tasks involving mor-
phosyntax. In a related vein, Lauscher et al. (2020)
show that POS tagging and dependency parsing
are impacted by structural language similarity.

4.2 The impact of increasing language
confusion

In this section, we address whether, by using
explicit means to enforce language confusion in
mBERT representations, we can observe better
performance on the target tasks in a cross-lingual
zero-shot transfer setting. Unlike the fine-tuning
experiments, the language classifier in this case
is not trained in isolation, but is trained together
with the rest of the system in order to allow the
mBERT model to learn to confuse the language
classifier. The language classifier is then retrained
from scratch in isolation in order to be able to mea-
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(a) Colour legend for languages.
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(b) Colour legend for UDPOS
labels.

contradiction
entailment
neutral

(c) Colour legend for XNLI
labels.

Figure 2: Legends for t-SNE visualisations.

(a) UDPOS labels with initial mBERT (macro F1:
51.2%, V-measure: 13.0%).

(b) UDPOS labels with fine-tuned mBERT (macro F1:
59.6%, V-measure: 47.5%).

(c) UDPOS languages with initial mBERT (macro F1:
78.3%, V-measure: 49.2%).

(d) UDPOS languages with fine-tuned mBERT (macro
F1: 0.3%, V-measure: 10.4%).

(e) Wikipedia languages with initial mBERT (macro F1:
59.3%, V-measure: 22.3%).

(f) Wikipedia languages with fine-tuned mBERT (macro
F1: 0.5%, V-measure: 11.6%).

Figure 3: 2D t-SNE projections before and after fine-tuning, with UDPOS as target task. Macro F1 scores for
label/language classification of mBERT embeddings are also given. Points represent tokens. See Figure 2a
(languages) and Figure 2b (labels) for colour legends.
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(a) XNLI labels with initial mBERT (macro F1: 29.7%,
V-measure: 0.1%).

(b) XNLI labels with fine-tuned mBERT (macro F1:
66.3%, V-measure: 20.3%).

(c) XNLI languages with initial mBERT (macro F1:
49.8%, V-measure: 35.1%).

(d) XNLI languages with fine-tuned mBERT (macro F1:
39.2%, V-measure: 6.8%).

(e) Wikipedia languages with initial mBERT (macro F1:
97.0%, V-measure: 11.7%).

(f) Wikipedia languages with fine-tuned mBERT (macro
F1: 97.2%, V-measure: 8.9%).

Figure 4: 2D t-SNE projections before and after fine-tuning, with XNLI as target task. Macro F1 scores for
label/language classification of mBERT embeddings are also given. Points represent pairs of sentences. See
Figure 2a (languages) and Figure 2c (labels) for colour legends.

sure the amount of language sensitive information
in the mBERT representations.

Table 2 gives the macro F1 scores of the clas-
sifier predictions. Compared to the simple fine-
tuning setup in Table 1, it is clear that both gradi-
ent reversal and entropy maximisation have a neg-
ative impact on target task performance.

t-SNE plots for the mBERT representations af-
ter language unlearning are shown in the Ap-
pendix, but we show the V-measure values in Ta-
ble 3. In general, gradient reversal and entropy
maximisation yield a comparable degree of clus-
tering to that observed above after fine-tuning.
The exception is XNLI, where the V-measure is
higher and suggests more well-defined clusters
compared to the fine-tuned case.

These results suggest that fine-tuning of mul-

UDPOS XNLI
Grad. Ent. Grad. Ent.

Target labels 22.8 30.1 1.1 12.2
Language (Target) 12.5 12.1 18.8 20.0
Language (Wiki) 7.9 9.6 12.2 14.7

Table 3: V-measures (%) of full vector test set samples
after clustering for target labels (UDPOS and XNLI)
and languages after training using gradient reversal
(Grad.) and entropy maximisation (Ent.). Note that
‘Language (Target)’ refers to languages in the target
data set.

tilingual models such as mBERT involves an in-
terplay between language-specific and language-
neutral representations. They also indicate that the
task matters: classifying tokens with morphosyn-
tactic information results in greater loss of lan-
guage specificity and in the ability to identify lan-
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guages than classifying entire texts. Furthermore,
strategies to enforce language confusion in repre-
sentations result in a deterioration of performance,
interfering with the ability of the model to balance
the two sources of information as a function of the
task it is being fine-tuned on.

5 Related work

Several studies have shown that mBERT performs
well in zero-shot transfer settings in low-level
structured prediction tasks (Pires et al., 2019) and
in comparison to models that use explicit mul-
tilingual information for a variety of tasks and
languages (Wu and Dredze, 2019). Another fo-
cus of research has been the correlation between
cross-lingual performance and shared vocabulary
(e.g. as measured by wordpiece overlap). K et al.
(2020) find no such correlation, suggesting that
mBERT’s success in zero-shot transfer must be
due to cross-lingual mappings at a deeper linguis-
tic level. However, it is not clear how this finding
should be interpreted in light of the further finding
that mBERT performs well (ca. 96%) at language
identification on the WiLI data set8.

Other work has taken this further by focusing
on the hypothesis that mBERT encodings contain
both a language-specific and a language-neutral
component (Libovický et al., 2020). Gonen et al.
(2020) set out to disentangle both components and
find that in ‘language identity subspace’, t-SNE
projections show large improvement in cluster-
ing with respect to language. In language-neutral
space, semantic representations are largely intact.
Dufter and Schütze (2020) show that smaller mod-
els result in better cross-lingual zero-shot learning.
This could be due to there being less representa-
tional space allocated to language-specific infor-
mation.

Some previous work has also shed light on the
impact of training strategies on cross-lingual zero-
shot learning. Tan and Joty (2021) show that train-
ing on code-switched data improves cross-lingual
transfer, while Phang et al. (2020) show that inter-
mediate task training, prior to fine-tuning proper,
also results in better transfer with XLM-R (Con-
neau et al., 2020b). This is related to the present
finding that mBERT representations become less
language-specific after fine-tuning.

In this paper, we also experiment with tech-
niques that specifically enforce language confu-

8https://zenodo.org/record/841984

sion, using entropy maximisation or gradient re-
versal. The latter has been used successfully for
domain adaptation (Ganin and Lempitsky, 2015),
while Libovický et al. (2020) use it for additional
pre-training.

6 Conclusions

This paper explored the interplay between
language-specific and language-neutral represen-
tations in the multilingual transformer model
mBERT. Our results show that fine-tuning on spe-
cific tasks has a differential impact on how much
language-specific information is retained. On the
other hand, gradient reversal and iterative entropy
maximisation interfere with fine-tuning and do not
improve task performance.

Fine-tuning for tasks requiring identification
of morphosyntactic properties, such as POS tag-
ging, can result in greater loss of language-specific
information, compared to deeper semantically-
oriented tasks such as NLI9.

However, there are also differences in the in-
put data of these two tasks which could have im-
pacted the results reported here. The data sets dif-
fer in their homogeneity (unlike XNLI, UDPOS is
constructed from multiple sources) and size. The
tasks also differ in their granularity, in that NLI is
text-level, while POS is token-level. Furthermore,
NLI is known to be susceptible to ‘shortcut learn-
ing’, whereby models rely on recurrent biases in
training to solve the task (D’Amour et al.) whereas
shortcuts in part of speech tagging are less known.
These considerations are worthy of further inves-
tigation.

We believe these results contribute towards
greater understanding of fine-tuning on multilin-
gual model representations. This results in a reor-
ganisation of the representation space, suggesting
that language-specific and language-independent
subspaces are dependent on task.

7 Ethical considerations

The experiments reported here rely on previously
available data sets and/or data extracted from pub-

9It could be argued that the model’s loss of language-
specific information is not due to the nature of fine-tuning,
but due to the fact that fine-tuning is carried out using mono-
lingual data (English). This could, in principle, imply that the
model is not being given any indication that language-specific
information should be retained. However, we find this an un-
likely explanation since it does not account for the substantial
difference in LID performance after fine-tuning on different
tasks.

https://zenodo.org/record/841984
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licly available sources. To ensure reproducibility,
we will release all code, including scripts to regen-
erate the Wikipedia data set for language identifi-
cation.
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Appendix

A Data set details

When splitting data sets, a stratified split was used
to preserve the proportions of different languages
between splits.

UDPOS After filtering data so that only the 33
selected languages are used, we split the initial
training set into a smaller training set (90%) and
a validation set (10%). Non-English data was re-
moved from the training set and validation set.
The training set contains 18 906 sentences, the
validation set contains 2 100 sentences, develop-
ment set contains 66 062, and the test set contains
95 065 sentences.

XNLI We split the training set (which contains
only English text) into a smaller training set (90%)
and a validation set (10%). The training set con-
tains 351 340 pairs of sentences, the validation set
contains 39 037 pairs, development set contains
33 484, and the test set contains 67 459 pairs.

Wikipedia After randomly sampling 5 000
paragraphs per language from the 33 se-
lected languages, we split the paragraphs into
train/val/dev/test splits using 70/10/10/10% splits.
The training set contains 115 500 paragraphs,
the validation set contains 16 500 paragraphs,
development set contains 16 500, and the test set
contains 16 500 paragraphs. Text was extracted
from the 20200420 Wikimedia dump using
wikiextractor.10

B t-SNE/V-measure data sample

For t-SNE plots and V-measure computation, we
use a random sample of data points. The sam-
ples were chosen such that a maximum number
of points is shown from each label-language pair
in the target data set, or from each language in the
Wikipedia data set. Since different data sets have
different numbers of label-language pairs, a differ-
ent maximum is chosen for each data set in order
to keep them similarly sized in total.

For UDPOS, which has the largest number of
language-label pairs, only a maximum of 10 points
are shown from each pair. This results in 5 013
points in total.

10https://github.com/attardi/
wikiextractor.

XNLI has three different labels, so a maximum
of 50 points is shown from each pair. This results
in 2 100 points in total.

Wikipedia has no labels and a maximum of 100
points is shown from each language. This results
in 3 300 points in total.

C Model training details

All experiments are conducted on a 64GB RAM
server with an Intel(R) Xeon W-2123 8-core CPU
(3.60GHz) and a GeForce Titan RTX2080 Ti
GPU.

Experiments are conducted using PyTorch and
the implementation of Multilingual BERT in the
transformers Python library.11 We use the
Adam optimiser with a different learning rate for
the mBERT model and for the classification lay-
ers, although both classification layers use the
same learning rate.

The classification layers are initialised ran-
domly using a normal distribution with mean
zero. The mBERT encodings are passed through
a dropout layer with a dropout rate of 0.1 before
being passed to the classification layers.

We train the model for 5 epochs. A validation
set is used to measure the model’s performance af-
ter each epoch; we reserve the model at the best
epoch out of the five.

When optimising the label classifier, the macro
F1 score performance on the English data of the
target task validation set is measured (only En-
glish is considered in order to be faithful to a cross-
lingual zero-shot learning setting).

On the other hand, when optimising the lan-
guage classifier, the macro F1 score performance
on all of the Wikipedia validation set is measured
(language labels are assumed to be available dur-
ing zero-shot learning).

In the gradient reversal experiments, only the
target task validation set is used for determining
which epoch gave the best model. Two mini-
batches of the same size from the labelled data and
the language data are used for each parameter up-
date.

D Hyperparameter tuning

Hyperparameter tuning is conducted via random
search over a fixed set of values per hyperparam-
eter. Due to time constraints, only 20 random sets

11https://huggingface.co/
bert-base-multilingual-cased

https://github.com/attardi/wikiextractor
https://github.com/attardi/wikiextractor
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
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Hyperparameter Values
Init. standard deviation 1e-1, 1e-2, 1e-3

Minibatch size 64, 32, 16
Classifier learning rate 1e-1, 1e-2, 1e-3, 1e-4
mBERT learning rate 1e-3, 1e-4, 1e-5, 1e-6

Gradient reversal lambda 0.1, 0.3, 0.5, 0.7
Entropy max. weighting 0.1, 0.3, 0.5, 0.7

Table 4: Sets of hyperparameter values sampled from
during hyperparameter tuning.

of hyperparameters are sampled for each experi-
ment. The development set is used to evaluate hy-
perparameters during hyperparameter tuning and
only the label classifier is evaluated. Hyperparam-
eters that best fit the label classifier are also used
in the language classifier.

The hyperparameter values used in the random
search are given in Table 4. Selected hyperparam-
eter values for each model are given in Table 5.

E Results on XNLI after language
unlearning

In Figure 5 and Figure 6 we reproduce the visu-
alisations after gradient reversal and entropy max-
imisation, when the model is fine-tuned on UD-
POS and XNLI respectively.
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Experiment Hyperparameters
UDPOS frozen init. stddev.: 1e-01, minibatch size: 16, class. learning rate: 1e-03

UDPOS fine-tuned init. stddev.: 1e-02, minibatch size: 64, mBERT learning rate: 1e-04,
class. learning rate: 1e-01

UDPOS grad. rev. init. stddev.: 1e-03, minibatch size: 32, mBERT learning rate: 1e-06,
class. learning rate: 1e-03, grad. rev. λ: 0.1

UDPOS ent. max. init. stddev.: 1e-02, minibatch size: 32, mBERT learning rate: 1e-06,
class. learning rate: 1e-02, entropy max. w: 0.7

XNLI frozen init. stddev.: 1e-02, minibatch size: 64, class. learning rate: 1e-02
XNLI fine-tuned init. stddev.: 1e-03, minibatch size: 64, mBERT learning rate: 1e-05,

class. learning rate: 1e-02
XNLI grad. rev. init. stddev.: 1e-03, minibatch size: 32, mBERT learning rate: 1e-06,

class. learning rate: 1e-03, grad. rev. λ: 0.1
XNLI ent. max. init. stddev.: 1e-01, minibatch size: 32, mBERT learning rate: 1e-06,

class. learning rate: 1e-04, entropy max. w: 0.1

Table 5: Selected hyperparameter values used in training.

(a) UDPOS labels with gradient reversal (macro F1:
53.5%, V-measure: 22.8%).

(b) UDPOS labels with entropy maximisation (macro
F1: 56.8%, V-measure: 30.1%).

(c) UDPOS language clusters after gradient reversal
(macro F1: 0.1%, V-measure: 12.5%).

(d) UDPOS language clusters after entropy
maximisation learned mBERT (macro F1: 5.5%,
V-measure: 12.1%).

(e) Wikipedia language clusters after gradient reversal
(macro F1: 0.1%, V-measure: 7.9%).

(f) Wikipedia language clusters after entropy
maximisation (macro F1: 3.1%, V-measure: 9.6%).

Figure 5: Token based t-SNE plots of target task label and language clusters, after fine-tuning on UDPOS with
gradient reversal or entropy maximisation. Each point is a randomly sampled token. Macro F1 scores for
classification of mBERT embeddings is also given.
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(a) XNLI labels with gradient reversal (macro F1:
62.2%, V-measure: 1.1%).

(b) XNLI labels with entropy maximisation (macro F1:
62.1%, V-measure: 12.2%).

(c) XNLI languages with gradient reversal (macro F1:
1.3%, V-measure: 18.8%).

(d) XNLI languages with entropy maximisation (macro
F1: 3.4%, V-measure: 20.0%).

(e) Wikipedia languages with gradient reversal learned
mBERT (macro F1: 1.5%, V-measure: 12.2%).

(f) Wikipedia languages with entropy maximisation
learned mBERT (macro F1: 54.3%, V-measure: 14.7%).

Figure 6: Text-based t-SNE plots of language clusters, after fine-tuning on XNLI with gradient reversal or entropy
maximisation. Macro F1 scores for classification of mBERT embeddings is also given.


