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Abstract

Recent years have seen numerous NLP
datasets introduced to evaluate the perfor-
mance of fine-tuned models on natural lan-
guage understanding tasks. Recent results
from large pretrained models, though, show
that many of these datasets are largely satu-
rated and unlikely to be able to detect further
progress. What kind of datasets are still ef-
fective at discriminating among strong mod-
els, and what kind of datasets should we ex-
pect to be able to detect future improvements?
To measure this uniformly across datasets,
we draw on Item Response Theory and eval-
uate 29 datasets using predictions from 18
pretrained Transformer models on individual
test examples. We find that Quoref, Hel-
laSwag, and MC-TACO are best suited for
distinguishing among state-of-the-art models,
while SNLI, MNLI, and CommitmentBank
seem to be saturated for current strong mod-
els. We also observe span selection task for-
mat, which is used for QA datasets like QAMR
or SQuAD2.0, is effective in differentiating be-
tween strong and weak models.

1 Introduction

Many datasets have been created to evaluate var-
ious aspects of natural language understanding
(NLU) in English. These datasets are useful to mea-
sure progress; however, it is evident from various
leaderboards (Wang et al., 2018, 2019b; Rajpurkar
et al., 2016; Zellers et al., 2018) that many of them
are no longer challenging or discriminative enough
to differentiate strong models such as those based
on Transformers (Vaswani et al., 2017).1 Even
if these benchmarks are sound tests of important

∗Equal contribution.
†Work done while at New York University.

1For example, the recent DeBERTa model (He et al., 2020)
achieves parity with human annotators on the SuperGLUE
benchmark score: https://super.gluebenchmark.
com/leaderboard.

(and potentially unsolved) tasks, their usefulness
is limited if they cannot measure further progress.
In this paper, we ask: Which datasets are best in
distinguishing current and possible future strong
models?

We aim to compare datasets using a single metric
that accounts for their effectiveness in separating
current stronger and weaker models. To that end,
we use Item Response Theory (IRT; Baker and
Kim, 1993), a statistical framework from psycho-
metrics that is widely used for the evaluation of test
items in educational assessment. IRT assumes that
the probability that a model will correctly handle
an example in a test set depends on the model’s
latent ability parameter and three example-specific
parameters, typically measuring example difficulty
(how strong does a model have to be to get it right),
discrimination (how effective the example is for
differentiating between similar models), and guess-
ing (how likely a weak model is to get the example
right for spurious reasons).

This paper presents a large-scale IRT analy-
sis of existing English NLU datasets. Unlike
previous work which focuses on example-level
analysis within individual datasets (Lalor et al.,
2016, 2018), here we analyze example charac-
teristics from a larger perspective by compar-
ing individual examples across datasets. We
evaluate test sets from 29 datasets in different
formats—classification, multiple-choice QA, and
span-selection QA. As responses, we use model
predictions from 18 Transformer-based models, in-
cluding some limited-capacity models chosen to
expose better the dataset’s ability to discriminate
weaker from stronger predictors. We then fit a
single IRT model on these responses using a varia-
tional inference method.2

2Our data and code can be found at https://github.
com/nyu-mll/nlu-test-sets.

https://super.gluebenchmark.com/leaderboard
https://super.gluebenchmark.com/leaderboard
https://github.com/nyu-mll/nlu-test-sets
https://github.com/nyu-mll/nlu-test-sets
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Figure 1: Distribution of test examples according to our proposed locally estimated headroom (LEH) scores
(§ 4.1.1), which measure the local slope of the Item Characteristic Curve (ICC) for an example at the ability
level corresponding to the best model, and thus reflect the effectiveness of that single example at distinguishing
between near-state-of-the-art models. Datasets are grouped by task format: classification (green), sentence-level
multiple-choice (blue), paragraph-level multiple-choice (red), and span selection (grey). Within each format, the
datasets are sorted by their release date. More details on the datasets are given in Table 1.

We find:

• Quoref, HellaSwag, and MC-TACO contain
the highest number of examples that can dif-
ferentiate between near-state-of-the-art mod-
els, making them very likely to be effective at
tracking near-future progress on the skills that
they actually test (Figure 1).

• SQuAD2.0, NewsQA, QuAIL, MC-TACO,
and ARC-Challenge have the most difficult
examples.

• Span-based QA is an effective task format
for discriminating between strong and weak
models.

• CosmosQA, MC-TACO, Winogrande, and
ARC-Challenge consist mostly of hard exam-
ples, while for most datasets, the example dif-
ficulty levels are more widely distributed.

2 Item Response Theory

Baker and Kim (1993) introduce Item Response
Theory (IRT), a statistical framework to measure
the probability of a responder (human or AI system)
predicting a correct answer for a given item (test
example). The probability of a responder i answer-
ing an item j correctly is estimated as a function of
the responder’s latent ability θi and the item charac-
teristics, referred to as the item characteristic curve
(ICC).

We use the 3-parameter (3PL) IRT model, where
item behavior is governed by discrimination, diffi-
culty, and guessing parameters. The discrimination

Figure 2: An example of item characteristic curves
(ICCs) with different values for discrimination (α), dif-
ficulty (β), and guessing (γ) parameters. p(θ) is the
probability of a correct answer for a given θ. θ mea-
sures a model’s ability level (higher is better). α gov-
erns the steepness of the function, β determines the θ
value at which the curve is the steepest, while γ defines
the baseline likelihood that an arbitrarily weak model
can guess correctly.

parameter (α) defines how effective an item is for
distinguishing predictors along the ability axis. The
difficulty parameter (β) defines a minimum level
of ability at which we expect to see high responder
performance. The guessing parameter (γ) defines
the probability of correctly answering an item by
random guessing. Figure 2 shows example ICCs
with different parameter values.

Formally, the probability of individual i answer-
ing item j correctly is modeled as:

pj(θi) = γj +
1− γj

1 + e−αj(θi−βj)
. (1)
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2.1 IRT with Variational Inference
We use variational inference to infer IRT parame-
ters from model response patterns using Pyro (Ran-
ganath et al., 2014; Bingham et al., 2019). Lalor
et al. (2019) found this method effective when fit-
ting IRT models to responses on SNLI. Let n be
the number of items and let m be the number of
responders. The response patterns is Y ∈ Rn×m,
where the i-th row corresponds to responder i and
the j-th column corresponds to item j. We define
yij ∈ [0, 1] as the response of model i to item j,
where yij = 1 indicates a correct response and
yij = 0 indicates an incorrect response. We ap-
proximate the joint probability of the parameters
π(θ, α, β, γ | Y) with a variational posterior:

q(θ, α, β, γ) =

I∏
i=1

πθi (θi)

J∏
j=1

παj (αi)π
β
j (βi)π

γ
j (γi)

(2)

where πρ(·) denotes the density for parameter ρ.
For each parameter, we choose the following distri-
butions:

θ ∼ N (µθ, σ
2
θ) (3)

logα ∼ N (µα, σ
2
α) (4)

β ∼ N (µβ, σ
2
β) (5)

sigmoid−1(γ) ∼ N (µγ , σ
2
γ) (6)

We fit the posterior parameters by minimizing the
evidence lower bound (ELBO). When calculating
the ELBO, we weight the log-likelihoods of each
item’s parameter by the inverse of the item’s dataset
size to control for test set size.

Following Lalor et al. (2019), we use a prior of
N (0, 1) for θ, β, and sigmoid−1(γ). While Lalor
et al. (2019) usesN (0, 103) for item parameter pri-
ors, we encountered degenerate runs and instead
use N (0, 1). For logα, we use N (0, σ2α) where
we set σα by searching [0.25, 0.5] by increments of
0.05 and use the value yielding the highest ELBO
after excluding degenerate runs. We use a sigmoid
transformation for γ to constrain the guessing prob-
ability to (0, 1).

3 Experiments

3.1 Datasets
Our goal is to perform a fine-grained evaluation of
English NLU datasets that appear to discriminate
among widely used Transformer-based models. To

that end, we choose datasets based on the following
criteria:

• They are plausibly unsolved, in that the best-
reported model performance does not exceed
estimated human performance (if available)
by more than three metric points.

• They are relatively easy to use with current
large pretrained models, and in particular,
their inputs fit within a typical pretrained
Transformer’s 512-token limits. (This rules
out tasks with full-document contexts or re-
trieval components.)

• They are evaluated at example-level, i.e., we
focus our analysis on QA and other classi-
fication datasets, where each example corre-
sponds to one item in the IRT. (This rules out
structured prediction and sequence tagging
tasks.)

• They have simple and reliable automatic met-
rics at the example level. (This rules out
generation-based tasks.)

Table 1 lists the datasets we evaluate. For MNLI,
we combine the matched and mismatched portions
of the development and custom test sets for our
analysis. For ANLI, we train models on SNLI,
MNLI, and ANLI training examples. Similar
to MNLI, we combine ANLI’s three evaluation
rounds of the development and the test sets for our
analysis.

Custom Test Splits Some of our selected
datasets do not have publicly available labeled test
examples. For such cases, we create a new custom
split by randomly sampling 50% of the validation
examples as a new test set and keeping the rest for
validation (“Cust.” column in Table 1). For Nat-
ural Questions, we use the MRQA 2019 version
(Fisch et al., 2019), as the original version includes
some examples with very long contexts.3 For MC-
TACO, the original dataset does not come with a
training set. For our experiment, we use 80% of
the validation set as our training set and the rest as
a our validation set while leaving the original test
set untouched.

3https://github.com/mrqa/
MRQA-Shared-Task-2019

https://github.com/mrqa/MRQA-Shared-Task-2019
https://github.com/mrqa/MRQA-Shared-Task-2019
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|Train| |Dev| |Test| Cust. Metric RoBERTa Human

RTE (Dagan et al., 2005, et seq.) 2,490 138 139 3 Acc. 87.6 93.6
SNLI (Bowman et al., 2015) 550,152 10,000 10,000 Acc. 92.7 –
MNLI (Williams et al., 2018) 392,702 9,823 9,824 3 Acc. 89.7 92.0

C
la

ss
ifi

-
ca

tio
n

CommitmentBank (CB; De Marneffe et al., 2019) 250 28 28 3 Acc. 90.5 95.8
ANLI (Nie et al., 2020) 1,105,719 3,200 3,200 Acc. 50.8 –

COPA (Roemmele et al., 2011) 400 50 50 3 Acc. 86.0 100.0
WSC (Levesque et al., 2012) 554 52 52 3 Acc. 78.8 100.0
CommonsenseQA (CSQA; Talmor et al., 2019) 9,741 610 611 3 Acc. 74.6 88.9
MC-TACO (Zhou et al., 2019) 3,026 757 9,442 3 EM 55.9 75.8
SocialIQA (Sap et al., 2019) 33,410 977 977 3 Acc. 79.9 88.1
WiC (Pilehvar and Camacho-Collados, 2019) 5,428 319 319 3 Acc. 71.5 80.0
Abductive NLI (AbductNLI; Bhagavatula et al., 2020) 169,654 766 766 3 Acc. 85.0 92.9

Se
nt

en
ce

-L
ev

el
M

ul
tip

le
C

ho
ic

e

PIQA (Bisk et al., 2020) 16,113 919 919 3 Acc. 77.6 94.9
WinoGrande (Sakaguchi et al., 2020) 40,398 633 634 3 Acc. 77.3 94.0

ARC-Easy (Clark et al., 2018) 2,251 570 2,376 Acc. 62.5 –
ARC-Challenge (Clark et al., 2018) 1,119 299 1,172 Acc. 37.5 –
ARCT (Habernal et al., 2018) 1,211 317 445 Acc. 86.7 79.8
MCScript (Ostermann et al., 2018) 14,191 2,020 3,610 Acc. 92.8 98.2
BoolQ (Clark et al., 2019) 9,427 1,635 1,635 3 Acc. 85.7 89.0
Cosmos QA (Huang et al., 2019) 25,262 1,492 1,493 3 Acc. 79.4 94.0
HellaSwag (Zellers et al., 2019) 39,905 5,021 5,021 3 Acc. 84.1 95.6

Pa
ra

gr
ap

h-
L

ev
el

M
ul

tip
le

C
ho

ic
e

MuTual (Cui et al., 2020) 7,088 443 443 3 Acc. 87.8 93.8
MuTual+ (Cui et al., 2020) 7,088 443 443 3 Acc. 77.9 93.0
QuAIL (Rogers et al., 2020) 10,246 2,164 556 Acc. 73.3 –

QAMR (Michael et al., 2018) 50,615 18,908 18,770 EM 79.6 –
NewsQA (Trischler et al., 2017) 76,568 4,343 4,293 EM 57.8 46.5
SQuAD2.0 (Rajpurkar et al., 2018) 130,319 5,675 6,198 3 EM 91.5 86.8
MRQA-NQ (Kwiatkowski et al., 2019) 104,071 6,418 6,418 3 EM 69.9 –Sp

an
Se

le
ct

io
n

Quoref (Dasigi et al., 2019) 19,399 1,209 1,209 3 EM 78.7 93.0

Table 1: Datasets grouped by their task format and ordered by release year. Cust. denotes cases when we
use our own custom split. Metric: evaluation metric used in this study. RoBERTa: model performance using
RoBERTaLarge. Human: human performance.

3.2 Models

We aim to understand how examples from differ-
ent datasets contribute to the evaluations of mod-
els with near-state-of-the-art abilities, so we in-
clude several pretrained Transformer-based models
to approximate this. However, using only high-
performing models could result in a poor IRT
model fit (Martínez-Plumed et al., 2019) To avoid
this, we add both weaker models and under-trained
versions of our original models. We use ALBERT-
XXL-v2 (Lan et al., 2020), RoBERTaLarge and
RoBERTaBase (Liu et al., 2019), BERTLarge and
BERTBase (Devlin et al., 2019), XLM-R (Conneau
et al., 2020), and 12 MiniBERTas (Zhang et al.,
2021b). 4 For each of the 18 Transformer-based
models, we evaluate five different checkpoints—at
1%, 10%, 25%, and 50% of the maximum steps of

4The MiniBERTas are RoBERTa models pretrained on
1M, 10M, 100M, or 1B words of raw text, and varying slightly
in model size. There are three pretrained models for each
pretraining data quantity, which are pretrained using different
near-optimal hyperparameter values. We use all three variants
in producing responses for IRT.

the maximum epochs (Section 3.3), as well as the
best checkpoint on the validation set, which need
not be one of the other four. This yields a total of
90 model predictions for each test example.

3.3 Experimental Setup

Optimization We perform a hyperparameter
sweep on each dataset, varying the learning rate
∈ {1e− 5, 3e− 5, 5e− 6}. We tune the maximum
epochs ∈ {10, 40} for small datasets (< 5k train-
ing examples), and ∈ {3, 10} for other datasets
(Zhang et al., 2021a). We use the jiant (Pruk-
sachatkun et al., 2020b) library which is based on
PyTorch (Paszke et al., 2019) and HuggingFace
Transformers (Wolf et al., 2020).

We only perform hyperparameter tuning with
the RoBERTaLarge model and apply the best con-
figuration to train all the other Transformer models.
We use NVIDIA V100 Tensor Core GPUs for our
experiments. On average, it takes approximately
four hours to train RoBERTa on small datasets
(< 3k training examples), one day for medium-
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Figure 3: The best validation performance of ALBERT-XXL-v2, RoBERTaLarge, and the smallest MiniBERTa
(RoBERTa-Med-Small-1M-2) on each dataset. The full results table with performance of all models is reported in
the Appendix (Table 3)

sized datasets (< 10k), and four days for large
datasets (> 10k).

4 Results and Analysis

Figure 3 shows the performance of RoBERTaLarge,
ALBERT-XXL-v2, and one of the low performing
MiniBERTas (RoBERTa-Med-Small-1M-2) on all
validation sets. Unsurprisingly, ALBERT-XXL-v2
and RoBERTaLarge are the best-performing models,
while the small MiniBERTa model achieves much
lower performance. Full results using all 18 models
can be found in the Appendix (Table 3).

4.1 IRT Analysis

4.1.1 Item Characteristics
Metric As our primary metric, we introduce Lo-
cally Estimated Headroom (LEH) score, which
measures the ability of each test example to con-
tribute to the evaluation of near-future progress. We
calculate it as the derivative of the example’s ICC
(Figure 2) with respect to the highest latent ability
score, which corresponds to ALBERT-XXL-v2. A
high LEH score indicates that the best-performing
model is still far from the example’s saturation
points—the flat sections of ICC inferred by our
model. There is enough space along the curve that
the IRT model expects the example to be able to
differentiate future state-of-the-art models. Typ-
ically, different near-state-of-the-art models both
succeed and fail on this kind of example, while
weaker models mostly fail. A high LEH score im-
plies that there is still enough room for potentially
stronger models to perform better on this dataset.

To validate the use of LEH scores for detect-
ing near-future improvements, we compare two
IRT models. The first is fitted using responses
from all models, while the second is fitted based
on responses from BERT and other weaker models

(excluding RoBERTaLarge, RoBERTaBase, XLM-
R, and ALBERT-XXL-v2). After that, we com-
pute the correlation between the two sets of LEH
scores, focusing on the 75th percentile for each
dataset. The Pearson correlation is 95.5% with a
median absolute difference of 0.007 and a standard
deviation of 0.011. Out of the 29 datasets, only
SQuAD2.0, CommensenseQA, MuTual, Quoref,
and HellaSwag have more than 0.02 absolute dif-
ference in LEH scores. This strong correlation
suggests that our ICCs fits are not overly sensitive
to the exact characteristics of current state of the
art models.

Analysis by LEH Scores Figure 1 shows the dis-
tribution of test examples for each dataset based on
their LEH scores. For our analysis, we focus on
the 75th percentile examples in each dataset as a
rough proxy for how likely a dataset is to have a
significant number of examples that are difficult or
discriminative for near-future models.

We observe that Quoref, HellaSwag, and MC-
TACO have examples with the highest LEH scores,
suggesting sufficient headroom for future state-of-
the-art models with a higher ability to achieve
better performance on these datasets. SNLI,
CommitmentBank, and MNLI have relatively low
LEH scores, indicating that performance on these
datasets is largely saturated. Additionally, we also
measure how the 75th percentile LEH scores corre-
late with human-RoBERTa gap. Using 22 datasets
that have human performance numbers (Table 1),
we find that the Pearson correlation between the
two is weakly positive (0.21).

Analysis by Item Parameters Next, we analyze
the distribution of test examples according to their
discrimination and difficulty parameters (Figure 4).
We observe that datasets with span selection for-
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Figure 4: Distribution of test examples for each dataset based on the log discrimination (logα) parameter (top) and
the difficulty (β) parameter (bottom).

mat (QAMR, NewsQA, SQuAD, MRQA-NQ, and
Quoref) have the highest discrimination scores than
other datasets, highlighting span selection as an ef-
fective task format for discriminating among strong
and weak models. However, this might be because
this task format typically features a much larger
space of possible model outputs than the other for-
mats we consider. It does not necessarily mean that
span selection is the most suitable to test models’
ability to understand language. As the span-based
format restricts answers to be text spans in the given
passage, there are concerns that it rarely requires
reasoning ability which often involves answers not
mentioned in the passage, and thus not reflecting
comprehension ability of humans (Lai et al., 2017;
Sugawara et al., 2018).

For the difficulty parameter, we do not observe
a narrow task format that is superior to the oth-
ers. However, we notice that the highest diffi-
culty scores are obtained by QA datasets such as
SQuAD2.0, NewsQA, QuAIL, ARC-Challenge,
and MC-TACO. ANLI, which is created with adver-
sarial model-in-the-loop crowdsourcing, also has of
many hard examples. Impressionistically, training
set size and creation date do not seem to correlate
with either example’s difficulty or discrimination
parameters.

Figure 5 shows the distribution of examples
jointly according to their difficulty and log dis-
crimination parameters. We notice a half-moon
shape pattern in most datasets, which indicates that

most of the discriminative examples are either very
easy or very difficult. Referring to the ICC curve
(Figure 2), this indicates that there is high agree-
ment among strong models or weak models, which
corresponds to one of the saturation points in the
ICC curve (upper or lower). The only dataset that
does not have this pattern is Winogrande, which is
difficult for all models.

ARC-Challenge, QuAIL, HellaSwag, Common-
senseQA, and MC-TACO show clusters with high
density on the top right regions, indicating a large
number of examples with high discrimination and
difficulty scores. Other datasets have more scat-
tered distributions. SNLI, MNLI, and MCScript
show higher density on the bottom right regions,
while NewsQA, SQuAD2.0, and MRQA-NQ show
higher density on both the top and bottom right re-
gions. Further analysis of the guessing parameters
can be found in Appendix A.

4.2 Examples with Unanimous Responses

When fitting ICC on examples that have only cor-
rect responses or only incorrect responses, the dis-
crimination parameter is unconstrained. We find
that these examples make up 4% of our data. 13 of
the 29 datasets contain at least one such example.
Roughly 16% of NewsQA examples are incorrectly
answered by all models, while the remaining 12
datasets have less than 10% of all correct or in-
correct examples. To study the effect of examples
with all correct or incorrect responses, we fit an
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Figure 5: Distributions of log discrimination (logα) versus the difficulty (β) parameters for each dataset..

IRT model on responses excluding such examples
and compare against parameters from the full set
of responses. We find that the Pearson correla-
tion for the discrimination at the 75th percentile is
97.2%, with a median absolute difference of 0.016
and standard deviation of 0.015. MC-TACO, Com-
mitmentBank, and WSC differ by more than 0.04.
Further, we find that the Pearson correlation for
the LEH score at the 75th percentile is 98.9%, with
a median absolute difference of 0.006 and stan-
dard deviation of 0.005. RTE, WiC, WinoGrande,
QAMR, NewsQA, MRQA-NQ, MC-TACO, and
BoolQ differ by 0.01. Given these high correlations,
we do not exclude these examples when reporting
our main results.

4.3 Analysis by Task Group

Next, we analyze each task-type group in more
detail, focusing on the example’s scores around the
75th percentile.

Classification We observe that all datasets have
moderate discrimination scores. Most ANLI ex-
amples have relatively high difficulty scores, while
SNLI, MNLI, and CommitmentBank have the low-
est difficulty scores.

Sentence-Level Multiple Choice All of the
datasets in this group have relatively low discrimi-
nation scores compared to span selection datasets.
Figure 5 shows that MC-TACO, Winogrande, and
CommonsenseQA all have a higher density of dif-
ficult examples, while for other datasets the distri-

bution is more spread.

Paragraph-Level Multiple Choice QuAIL and
ARC-Challenge examples have high difficulty but
moderate discrimination scores. As seen in Fig-
ure 5, these datasets have a higher density in the
top right regions, showing a large proportion of
difficult examples. ARCT shows moderate diffi-
culty despite its known artifacts (Niven and Kao,
2019), indicating that it can still be challenging for
models. Compared to other datasets, BoolQ has the
highest number of easy examples. However, as it
is a binary classification task, the random baseline
performance is already high.

To investigate this, we calculate the number of
examples in each test set that have γ parameter
below 0.5. In general, we find that 88% of the
test examples have γ < 0.5, implying that most
of the examples contributed to the inferences of
α, β, and θ. BoolQ was the only exception in
which approximately 56% of examples were as-
signed γ > 0.5. After filtering out these guessable
examples in BoolQ, we find that its test examples
have slightly higher discrimination scores with lit-
tle change in difficulty scores.

Span Selection We observe that span selection
datasets are the most discriminative. However, in
terms of difficulty, only SQuAD2.0 and NewsQA
are among the top five.

4.3.1 Analysis on Model Ability
For a sanity check, we further analyze how each
model scores according to our fitted IRT parame-
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Name Example Difficulty (β)

MNLI
Premise: And, you know, with this, you know, it wasn’t many opportunities for kids to be special,
because kids weren’t, you know, you were pushed out of adult conversation, and just really
pushed to the side.

3.27

Hypothesis: Children were pushed out of adult conversation, and really just pushed to the side in
general.
Label: entailment

MNLI Premise: Look, it’s your skin, but you’re going to be in trouble if you don’t get busy. -1.87
Hypothesis: The boss will fire you if he sees you slacking off.

Label: neutral

MC-
TACO

The Beatles are giving a press conference about their new film, Magical Mystery Tour .What
time of day was the press conference? 2.86

(1) 4:00 PM 3 (2) 12:00 PM 3 (3) 3 p.m 3 (4) 6:00 AM 7

MC-
TACO

Because then they feel like they are forced to stay in that situation."On average, how often do
they feel stuck in the situation? -1.67

(1) 54 months 7 (2) 6 centuries 7 (3) once every 6 years 7

(4) every few seconds 7 (5) once every 2 seconds 7 (6) once every 18 years 7

Table 2: Hardest and easiest examples along with their estimated difficulty score for MNLI and MC-TACO.

ters. We observe a positive correlation between
ability and average model accuracy (Appendix
B). Generally, within a model, the best validation
checkpoint obtains the highest average model accu-
racy and/or ability score. Across models, ALBERT-
XXL-v2 performs typically best.

4.4 Qualitative Analysis

To better understand what kinds of examples are
difficult or discriminating, we analyze the 20 exam-
ples with the lowest and highest scores for the dis-
crimination and the difficulty parameters from five
datasets: SQuAD2.0, MC-TACO, QuAIL, MNLI,
and BoolQ. The first three are datasets with high
discrimination and/or difficulty scores. MNLI and
BoolQ have moderate discrimination and difficulty
scores and low label entropy (three-class classifica-
tion for MNLI and binary choice for BoolQ).

We observe that the 20 most difficult BoolQ ex-
amples are labeled False (the minority class), while
19 of the 20 easiest examples are labeled True. For
MNLI, we find that the 20 easiest MNLI examples
are labeled neutral while the 20 hardest examples
are a mixture of entailment and contradiction.

In MC-TACO, each example contains a vary-
ing number of answer choices. For each choice, a
model needs to predict whether the answer is True
or False. We find that all answer choices in top
20 easiest examples are labeled False (the majority
class), whereas for difficult examples the answer
choices are either all True or a mix of True and
False (Table 2). For SQuAD2.0 and QuAIL, we

analyze the context length, the answerability of
a question, and the lexical overlap between con-
text and questions. However, we do not find any
clear evidence that any of them might indicate the
difficulty level of test examples.

For BoolQ, we observe that the 20 most discrim-
inating examples are all labeled False while 13 of
the 20 least discriminating examples are labeled
True. Table 2 shows the hardest and the easiest
examples of MNLI and MC-TACO.

5 Related Work

Prior work on using IRT to evaluate NLP systems
mostly relies on human responses. Hopkins and
May (2013) use IRT to estimate the relative abil-
ity of a set of machine translation systems using
responses from pairwise comparison of system out-
puts by human judges. Otani et al. (2016) extend
this work by including a baseline translation to
the pairwise comparison. Lalor et al. (2016, 2018)
use IRT to identify hard examples in natural lan-
guage inference data based on human responses.
In a follow-up study, Lalor et al. (2019) compare
human versus model responses and find that both
are positively correlated and demonstrate the use
cases of IRT parameters in training set filtering. Se-
doc and Ungar (2020) use IRT to evaluate chatbot
systems.

The work by Martínez-Plumed et al. (2019) is
the first to study the idea of using model responses
(as opposed to human responses) for IRT in ma-
chine learning research. For NLU, Lalor and Yu
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(2020) use model responses to estimate difficulty
parameters of several GLUE datasets for dynamic
data selection in curriculum learning. In concurrent
work, Rodriguez et al. (2021) study how IRT can
be used for more nuanced leaderboard evaluations.
Their experiments demonstrate that IRT can pro-
duce a more reliable ranking of models than the
traditional metrics. They also show that IRT is not
only useful for better understanding of individual
examples in the dataset and task, but also effective
in identifying annotation errors.

For other dataset evaluations, in addition to
providing a benchmark, the SuperGLUE paper
also compares a set of candidate datasets using a
fixed pool of machine learning models and human
annotators (Nangia and Bowman, 2019). Wang
et al. (2019a) investigate pretraining tasks and
paradigms for effective transfer learning methods.
Pruksachatkun et al. (2020a) study when and why
intermediate-task training is useful for a given tar-
get task. Vu et al. (2020) introduce task embed-
dings to predict the most beneficial source task for a
given target task. Schlegel et al. (2020) propose an
evaluation framework for machine reading compre-
hension (MRC) datasets and reveal some concerns
regarding factual correctness and the presence of
linguistic cues in existing MRC gold datasets.

6 Conclusion

Given the large number of NLU datasets introduced
in recent years, what kinds of datasets are effec-
tive to measure near-future progress? Our analysis
on 29 test sets using IRT gives us reason to be-
lieve that, among the datasets we evaluate, Quoref,
HellaSwag, and MC-TACO are best able to dis-
criminate among current (and likely future) strong
models. Meanwhile, SNLI, MNLI, and Commit-
mentBank seem to be saturated and ineffective for
measuring future progress.

Our analysis of examples’ difficulty and discrim-
ination parameters shows that datasets with many
hard examples do not always contain examples that
can discriminate between strong and weak mod-
els. We find that QA datasets are more difficult
than other datasets. We also find span selection as
the most effective task format for discriminating
between strong and weak models.

According to our LEH score, datasets that seem
to be solved are unlikely to see improvements with
future pretrained models. Therefore, the skills they
intend to test are either largely solved, to the extent

that they are solvable, or not well isolated (e.g.,
due to data artifacts). Focusing on the skills for
which these solved test sets are originally designed
to evaluate would most likely require a new dataset
that better isolates the reasoning ability of interest.

On the other hand, datasets that perform well
according to our LEH metric show the best signs
of being amenable to future hill-climbing. This
does not entail that we should focus future research
on these benchmarks, since we do not evaluate
whether they test the skills they mean to test, or
whether these skills are important for scientific or
practical progress on natural language understand-
ing. Finally, we argue that this evaluation should be
done periodically, as datasets and models improve
over time.

For future work, one can study multi-
dimensional variables for both model ability and
item parameters, which could reveal a factorization
of datasets by skills. Other potential directions in-
clude expanding our analysis to a broader range of
tasks and analyzing the relationship between the
estimated IRT parameters and the human-model
gap.
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els. One concern worth noting is that most of the
evaluation datasets we study are crowdsourced or
drawn from naturally occurring data. Thus, they
likely demonstrate harmful stereotypes to some de-
gree or even score models more highly for demon-
strating them. In general, models that perform well
on these datasets should not be deployed directly
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A Discrimination vs. Guessing

In addition to the analysis of discrimination versus
difficulty parameters, we also look at the distri-
bution of the guessing (γ) parameters. From Fig-
ure 6, we observe that all QA datasets with span
selection format generally have low guessing pa-
rameters, meaning that they are difficult to predict
correctly by random guessing. This makes sense as
span selection has higher label entropy than clas-
sification or multiple-choice task. We find that
several datasets have examples with varying guess-
ing parameters: For SNLI we see a high density of
examples that can be predicted easily by random
guessing while for MNLI, HellaSwag, and MC-
Script, there are more examples with low guessing
parameters.

B Additional Analysis on Model Ability

Figure 7 plots model abilities θ against their aver-
age accuracy over all test examples, where each
point represents a model checkpoint (Section 3.2).
We use different colors for different models (e.g.,
dark blue for ALBERT-XXL-v2), and different
shapes to mark different checkpoints.

Since we only perform tuning on RoBERTaLarge,
some of these models might have worse perfor-
mance than if they were individually tuned.

C Task Descriptions

In this section, we provide a short description for
each dataset.

RTE The series of Recognizing Textual Entail-
ment datasets (Dagan et al., 2005; Haim et al.,
2006; Giampiccolo et al., 2007; Bentivogli et al.,
2009) correspond to a two-class textual entailment
classification task. Given a premise sentence and a
hypothesis sentence, the task is to decide whether
the premise entails the hypothesis.

SNLI The Stanford Natural Language Inference
corpus (Bowman et al., 2015) is a textual entail-
ment dataset, formulated as a three-class classifi-
cation task. Given a premise sentence and a hy-
pothesis sentence, the task is to determine if the
premise entails the hypothesis, contradicts it, or nei-
ther. The SNLI dataset is created using premises
taken from image captions.

MNLI The Multi-Genre Natural Language Infer-
ence corpus (Williams et al., 2018) is also a textual
entailment dataset, similar to that of SNLI. The

MNLI dataset is built to cover a broad range of
genres, including written and spoken text. Half of
its test set is created from text that is out of domain
relative to the training set.

CommitmentBank CommitmentBank
(De Marneffe et al., 2019) is a dataset for-
mulated as a three-class textual entailment
classification task. Given a piece of text and an
embedded clause, models must decide whether the
embedded clause is entailed by the text.

ARCT The Argument Reasoning Comprehen-
sion Task (Habernal et al., 2018) is a multiple-
choice question answering dataset. Given an ar-
gument, a claim, and a premise, the task is to select
the correct implicit warrant (which explains why
the premise implies the claim) from two choices.

ARC-Easy ARC (Clark et al., 2018) is a
multiple-choice QA dataset composed of real
multiple-choice science questions in grade schools.
ARC-Easy is composed of the easier questions
that do not satisfy the criteria used to built ARC-
Challenge (described below).

ARC-Challenge ARC-Challenge (Clark et al.,
2018) is the subset of ARC that contains questions
that are incorrectly answered by both a retrieval-
based algorithm and a word co-occurrence algo-
rithm.

MCScript The MCScript (Ostermann et al.,
2018) is a QA dataset with multiple-choice format.
The dataset tests models’ commonsense knowl-
edge, in particular, script knowledge which cor-
responds to the sequence of actions people do in a
particular situation.

Cosmos QA Cosmos QA (Huang et al., 2019) is
a multiple-choice reading comprehension dataset,
and it is intended to require extensive abstrac-
tive commonsense reasoning. Unlike Common-
senseQA, Cosmos QA requires comprehension
over an auxiliary article, instead of simply respond-
ing to a free-standing question.

HellaSwag HellaSwag (Zellers et al., 2019) is a
commonsense reasoning multiple-choice dataset.
It is built using adversarial filtering with BERT.
Given a story, the task is to select the most plausible
continuation.

BoolQ BoolQ (Clark et al., 2019) is a boolean
(yes/no) reading comprehension QA dataset built
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Figure 6: Plots of the log discrimination (logα) versus the guessing (γ) parameters for each dataset.

Figure 7: Average model accuracy over all datasets vs. ability (θ). The three different hyperparameter configura-
tions of each MiniBERTa are represented by a single color for ease of readability. Best viewed in color.

using the same pipeline used to produce the (non-
boolean) Natural Questions (Kwiatkowski et al.,
2019).

MuTual MuTual (Cui et al., 2020) is a multiple-
choice QA dataset for multi-turn dialogue reason-
ing. The dataset is created from Chinese students’
English listening comprehension exams, and it is
intended to require a variety of commonsense rea-
soning skills.

MuTual-Plus MuTual-Plus (Cui et al., 2020) is
a variant of MuTual, in which one of the choices in
each set of answers is replaced by a safe response
(i.e., “could you repeat that”). If all other choices
are incorrect, then the model is supposed to select
the safe response. This variant of MuTual is built
so that we can evaluate if the model can select the
safe response when all other options are incorrect.

QuAIL QuAIL (Rogers et al., 2020) is a read-
ing comprehension dataset formulated as a mul-
tiple choice task. One feature of QuAIL is that
it combines “commonsense, text-based, and unan-
swerable questions.” It is also designed such that it
has a balanced distribution of genres and reasoning
types.

COPA Choice of Plausible Alternatives (Roem-
mele et al., 2011) is a dataset for sentence-level
multiple-choice task. Given a premise and a ques-
tion that asks for the cause or effect of the premise,
the task is to choose the most plausible hypothesis
from two options.

WSC The Winograd Schema Challenge
(Levesque et al., 2012) is a sentence-level multiple-
choice commonsense reasoning dataset. Given
a piece of text, a pronoun, and a list of possible
noun phrases, the model must choose the correct
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referent to the pronoun. The dataset is designed
such that world knowledge is required to make the
correct choices. We use the SuperGLUE (Wang
et al., 2019b) version of the dataset.

CommonsenseQA CommonsenseQA (Talmor
et al., 2019) is a multiple-choice QA dataset which
is designed to test a range of commonsense knowl-
edge.

SocialIQA SocialIQA (Sap et al., 2019) is a
dataset that is specifically designed to test a models’
capabilities related to emotional and social intelli-
gence in everyday situations.

MC-TACO MC-TACO (Zhou et al., 2019) is
a multiple-choice QA dataset that is designed to
test temporal commonsense reasoning, in particu-
lar: duration, temporal ordering, typical time, fre-
quency, and stationarity. Each question consists
of a varying number of choices, and for each an-
swer choice, a model needs to predict whether the
answer is correct or incorrect.

WiC The Word-in-Context (Pilehvar and
Camacho-Collados, 2019) dataset which is
designed to test the word sense disambiguation
skill of a model. Given two pieces of text (a phrase
or a sentence) with a polysemous word in both, a
model needs to predict whether the two words are
used in the same sense.

PIQA The Physical Interaction Question An-
swering dataset (Bisk et al., 2020) is a multiple-
choice QA dataset that is designed to test the physi-
cal commonsense reasoning skill. Given a physical
task expressed in text, a model needs to select the
most sensible solution.

WinoGrande The WinoGrande dataset (Sak-
aguchi et al., 2020) is built through a crowdsourc-
ing procedure that incorporates adversarial filtering.
Given a sentence with a blank (where the blank cor-
responds to a noun phrase), the task is to select the
correct filler. The dataset is designed to test the
commonsense reasoning skill.

Abductive NLI The Abductive Natural Lan-
guage Inference dataset (Bhagavatula et al., 2020)
is a multiple-choice dataset. Given a premise, the
task is to select the most likely explanation from
the given hypotheses.

QAMR The Question-Answer Meaning Repre-
sentations (Michael et al., 2018) is a QA dataset

where the question-answer pairs are created from
sentences’ predicate-argument relationships.

NewsQA NewsQA (Trischler et al., 2017) is a
QA dataset formulated as span selection task. The
dataset is built by crowdworkers using passages
taken from CNN news articles.

SQuAD2.0 SQuAD2.0 (Rajpurkar et al., 2018)
is a QA dataset that combines the span-selection
reading-comprehension questions in SQuAD 1.1
(Rajpurkar et al., 2016) with over 50,000 unanswer-
able questions. The unanswerable questions were
written by crowdworkers to look like the answer-
able ones. A model must either select an answer
span or decline to answer.

Quoref Quoref (Dasigi et al., 2019) is a QA
dataset that is designed to test coreferential rea-
soning ability. The dataset is formulated as a span
selection QA task.

MRQA Natural Questions The Natural Ques-
tions dataset (Kwiatkowski et al., 2019) is a dataset
designed to test a model’s ability in reading compre-
hension. The questions are taken from real-word
queries, while the context passages are taken from
Wikipedia articles. We use the MRQA version of it
which contains a preprocessed version of a subset
of questions in Natural Questions.

ANLI The Adversarial Natural Language Infer-
ence dataset (Nie et al., 2020) is a textual entail-
ment dataset built using an iterative human-and-
model-in-the-loop procedure in order to find hard
examples.
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