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Abstract

Bilingual lexicons map words in one language
to their translations in another, and are typi-
cally induced by learning linear projections to
align monolingual word embedding spaces. In
this paper, we show it is possible to produce
much higher quality lexicons with methods
that combine (1) unsupervised bitext mining
and (2) unsupervised word alignment. Directly
applying a pipeline that uses recent algorithms
for both subproblems significantly improves
induced lexicon quality and further gains are
possible by learning to filter the resulting lex-
ical entries, with both unsupervised and semi-
supervised schemes. Our final model outper-
forms the state of the art on the BUCC 2020
shared task by 14 F} points averaged over 12
language pairs, while also providing a more in-
terpretable approach that allows for rich rea-
soning of word meaning in context. Further
analysis of our output and the standard refer-
ence lexicons suggests they are of comparable
quality, and new benchmarks may be needed
to measure further progress on this task.!

1 Introduction

Bilingual lexicons map words in one language to
their translations in another, and can be automati-
cally induced by learning linear projections to align
monolingual word embedding spaces (Artetxe
et al., 2016; Smith et al., 2017; Lample et al., 2018,
inter alia). Although very successful in practice,
the linear nature of these methods encodes unrealis-
tic simplifying assumptions (e.g. all translations of
a word have similar embeddings). In this paper, we
show it is possible to produce much higher quality
lexicons without these restrictions by introducing
new methods that combine (1) unsupervised bitext
mining and (2) unsupervised word alignment.
*Work done during internship at Facebook AI Research.

!Code is publicly available at ht tps: //github.com/
facebookresearch/bitext-lexind.
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We show that simply pipelining recent algo-
rithms for unsupervised bitext mining (Tran et al.,
2020) and unsupervised word alignment (Sabet
et al., 2020) significantly improves bilingual lexi-
con induction (BLI) quality, and that further gains
are possible by learning to filter the resulting lexi-
cal entries. Improving on a recent method for doing
BLI via unsupervised machine translation (Artetxe
et al., 2019), we show that unsupervised mining
produces better bitext for lexicon induction than
translation, especially for less frequent words.

These core contributions are established by sys-
tematic experiments in the class of bitext construc-
tion and alignment methods (Figure 1). Our full
induction algorithm filters the lexicon found via
the initial unsupervised pipeline. The filtering can
be either fully unsupervised or weakly-supervised:
for the former, we filter using simple heuristics and
global statistics; for the latter, we train a multi-layer
perceptron (MLP) to predict the probability of a
word pair being in the lexicon, where the features
are global statistics of word alignments.

In addition to BLI, our method can also be di-
rectly adapted to improve word alignment and
reach competitive or better alignment accuracy than
the state of the art on all investigated language
pairs. We find that improved alignment in sentence
representations (Tran et al., 2020) leads to better
contextual word alignments using local similarity
(Sabet et al., 2020).

Our final BLI approach outperforms the previ-
ous state of the art on the BUCC 2020 shared task
(Rapp et al., 2020) by 14 F} points averaged over
12 language pairs. Manual analysis shows that
most of our false positives are due to the incom-
pleteness of the reference and that our lexicon is
comparable to the reference lexicon and the out-
put of a supervised system. Because both of our
key building blocks make use of the pretrainined
contextual representations from mBART (Liu et al.,
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Monolingual Corpora

Guten Morgen .

Good morning .

Guten Morgen. Good evening. Guten Morgen. Good morning.
Guten Abend. Thank you. — Guten Abend. Good evening. |~ > Danke .
Das ist eine Katze. | | Goodbye. Bitext Das ist eine Katze.  This is a cat. Word IN \
Danke. This is a cat. Construction | Danke. Thank you. Alignment Thank you .
Hallo. How are you?
Das ist gut. Good morning.
Statistical Feature
Extraction
Lexicon Induction 2 cooccurrence(good, guten) =2
2 one-to-one align(good, guten) =2

Multi-Layer

P(good, guten) = 0.95 <«
Perceptron

«— 08

many-to-one align(good, guten) =0

— cosine_similarity(good, guten) = 0.8
18 inner_product(good, guten) =1.8
2 count(good) =2
2 count(guten) =2

Figure 1: Overview of the proposed retrieval-based supervised BLI framework. Best viewed in color.

2020) and CRISS (Tran et al., 2020), we can also
interpret these results as clear evidence that lexicon
induction benefits from contextualized reasoning
at the token level, in strong contrast to nearly all
existing methods that learn linear projections on
word types.

2 Related Work

Bilingual lexicon induction (BLI). The task of
BLI aims to induce a bilingual lexicon (i.e., word
translation) from comparable monolingual corpora
(e.g., Wikipedia in different languages). Following
Mikolov et al. (2013), most methods train a linear
projection to align two monolingual embedding
spaces. For supervised BLI, a seed lexicon is used
to learn the projection matrix (Artetxe et al., 2016;
Smith et al., 2017; Joulin et al., 2018). For un-
supervised BLI, the projection matrix is typically
found by an iterative procedure such as adversarial
learning (Lample et al., 2018; Zhang et al., 2017),
or iterative refinement initialized by a statistical
heuristics (Hoshen and Wolf, 2018; Artetxe et al.,
2018). Artetxe et al. (2019) show strong gains over
previous works by word aligning bitext generated
with unsupervised machine translation. We show
that retrieval-based bitext mining and contextual
word alignment achieves even better performance.

Word alignment. Word alignment is a funda-
mental problem in statistical machine translation,
of which the goal is to align words that are transla-
tions of each in within parallel sentences (Brown
et al., 1993). Most methods assume parallel sen-
tences for training data (Och and Ney, 2003; Dyer
et al., 2013; Peter et al., 2017, inter alia). In
contrast, Sabet et al. (2020) propose SimAlign,
which does not train on parallel sentences but in-
stead aligns words that have the most similar pre-

trained multilingual representations (Devlin et al.,
2019; Conneau et al., 2019). SimAlign achieves
competitive or superior performance than conven-
tional alignment methods despite not using parallel
sentences, and provides one of the baseline com-
ponents for our work. We also present a simple
yet effective method to improve performance over
SimAlign (Section 5).

Bitext mining/parallel corpus mining. Bitext
mining has been a long studied task (Resnik, 1999;
Shi et al., 2006; Abdul-Rauf and Schwenk, 2009,
inter alia). Most methods train neural multilingual
encoders on bitext, which are then used with effi-
cent nearest neighbor search to expand the training
set (Espana-Bonet et al., 2017; Schwenk, 2018;
Guo et al., 2018; Artetxe and Schwenk, 2019a, in-
ter alia). Recent work has also shown that unsuper-
vised mining is possible (Tran et al., 2020; Keung
et al., 2020). We use CRISS (Tran et al., 2020)? as
one of our component models.

3 Baseline Components

We build on unsupervised methods for word align-
ment and bitext construction, as reviewed below.

3.1 Unsupervised Word Alignment

SimAlign (Sabet et al., 2020) is an unsupervised
word aligner based on the similarity of contextu-
alized token embeddings. Given a pair of parallel
sentences, SimAlign computes embeddings us-
ing pretrained multilingual language models such
as mBERT and XLLM-R, and forms a matrix whose
entries are the cosine similarities between every
source token vector and every target token vector.

https://github.com/pytorch/fairseq/
tree/master/examples/criss

814


https://github.com/pytorch/fairseq/tree/master/examples/criss
https://github.com/pytorch/fairseq/tree/master/examples/criss

Based on the similarity matrix, the argmax algo-
rithm aligns the positions that are the simultaneous
column-wise and row-wise maxima. To increase
recall, Sabet et al. (2020) also propose itermax,
which applies argmax iteratively while excluding
previously aligned positions.

3.2 Unsupervised Bitext Construction

We consider two methods for bitext construc-
tion: unsupervised machine translation (generation;
Artetxe et al., 2019, Section 3.2) and bitext retrieval
(retrieval; Tran et al., 2020, Section 3.2).

Generation Artetxe et al. (2019) train an unsu-
pervised machine translation model with mono-
lingual corpora, generate bitext with the obtained
model, and further use the generated bitext to in-
duce bilingual lexicons. We replace their statistical
unsupervised translation model with CRISS, a re-
cent high quality unsupervised machine translation
model which is expected to produce much higher
quality bitext (i.e., translations). For each sentence
in the two monolingual corpora, we generate a
translation to the other language using beam search
or nucleus sampling (Holtzman et al., 2020).

Retrieval Tran et al. (2020) show that the CRISS
encoder module provides as a high-quality sentence
encoder for cross-lingual retrieval: they take the
average across the contextualized embeddings of
tokens as sentence representation, perform near-
est neighbor search with FAISS (Johnson et al.,
2019),> and mine bitext using the margin-based
max-score method (Artetxe and Schwenk, 2019a).*

The score between sentence representations s
and t is defined by

score(s, t) (1)
cos (s, t)
COS t/
Zt’eNNk(t) % N D5/ NNk (s)

where NN (-) denotes the set of k nearest neigh-
bors of a vector in the corresponding space. In this
work, we keep the top 20% of the sentence pairs
with scores larger than 1 as the constructed bitext.

cos(s’ t)’

4 Proposed Framework for BLI

Our framework for bilingual lexicon induction
takes separate monolingual corpora and the pre-
trained CRISS model as input, and outputs a list of

*https://github.com/facebookresearch/
faiss

“We used max-score (Artetxe and Schwenk, 2019a) as it
strongly outperforms the other methods they proposed.

bilingual word pairs as the induced lexicon. The
framework consists of two parts: (i) an unsuper-
vised bitext construction module which generates
or retrieves bitext from separate monolingual cor-
pora without explicit supervision (Section 3.2), and
(i1) a lexicon induction module which induces bilin-
gual lexicon from the constructed bitext based on
the statistics of cross-lingual word alignment. For
the lexicon induction module, we compare two
approaches: fully unsupervised induction (Sec-
tion 4.1) which does not use any extra supervision,
and weakly supervised induction (Section 4.2) that
uses a seed lexicon as input.

4.1 Fully Unsupervised Induction

We align the constructed bitext with CRISS-based
SimAlign, and propose to use smoothed matched
ratio for a pair of bilingual word type (s, t)

mat(s, t)

plsit) = coc(s,t) + A

as the metric to induce lexicon, where mat(s,t)
and coc(s, t) denote the one-to-one matching count
(e.g., guten-good; Figure 1) and co-occurrence
count of (s, ¢) appearing in a sentence pair respec-
tively, and )\ is a non-negative smoothing term.’

During inference, we predict the target word
t with the highest p(s,t) for each source word
s. Like most previous work (Artetxe et al., 2016;
Smith et al., 2017; Lample et al., 2018, inter alia),
this method translates each source word to exactly
one target word.

4.2 Weakly Supervised Induction

We also propose a weakly supervised method,
which assumes access to a seed lexicon. This lexi-
con is used to train a classifier to further filter the
potential lexical entries.

For a pair of word type (s, t), our classifier uses
the following global features:

e Count of alignment: we consider both one-to-
one alignment (Section 4.1) and many-to-one
alignment (e.g., danke-you and danke-thank;
Figure 1) of s and ¢ separately as two features,
since the task of lexicon induction is arguably
biased toward one-to-one alignment.

e Count of co-occurrence used in Section 4.1.

SWe use A = 20. This reduces the effect of noisy align-
ment: the most extreme case is that both mat(s,¢) and
coc(s,t) are 1, but it is probably not desirable despite the
high matched ratio of 1.
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e The count of s in the source language and ¢ in
the target language.®

e Non-contextualized word similarity: we feed
the word type itself into CRISS, use the av-
erage pooling of the output subword embed-
dings, and consider both cosine similarity and
dot-product similarity as features.

For a counting feature ¢, we take log (¢ + 6.),
where 6 consists of learnable parameters. There are
7 features in total, which is denoted by x, ;) € R7.

We compute the probability of a pair of words
(s,t) being in the induced lexicon Pg(s,t)’ by a
ReLU activated multi-layer perceptron (MLP):

iL(s,t) = ReLLU (W1X<57t> + bl)
P@(S,t) =0 (WQ . FL(s,t) + bg) ,

where o (-) denotes the sigmoid function, and © =
{W1,b1,wa, by} denotes the learnable parame-
ters of the model.

Recall that we are able to access a seed lexicon,
which consists of pairs of word translations. In
the training stage, we seek to maximize the log
likelihood:

0" = arg max Z log Po(s,t)
<S7t>€'D+

+ Z log (1 — Po(s',t)),

(s t"YeD_

where D, and D_ denotes the positive training set
(i.e., the seed lexicon) and the negative training set
respectively. We construct the negative training
set by extracting all bilingual word pairs that co-
occurred but are not in the seed word pairs.

We tune two hyperparameters § and n to max-
imize the I} score on the seed lexicon and use
them for inference, where d denotes the prediction
threshold and n denotes the maximum number of
translations for each source word, following Laville
et al. (2020) who estimate these hyperparameters
based on heuristics. The inference algorithm is
summarized in Algorithm 1.

S Extension to Word Alignment

The idea of using an MLP to induce lexicon with
weak supervision (Section 4.2) can be directly ex-
tended to word alignment. Let B = {(S;, T;) } ¥,

®SimAlign sometimes mistakenly align rare words to
punctuation, and such features can help exclude such pairs.
"Not to be confused with joint probability.

Algorithm 1: Inference algorithm for
weakly-supervised lexicon induction.

Input: Thresholds 4, n,
Model parameters O, source words S
Output: Induced lexicon £
L0
for s € Sdo
((s,t1),...,(s,tg)) < bilingual word
pairs sorted by the descending order of
Po(s,t;)
k' =max{j | Po(s,tj) > 9,7 € [k]}
m = min(n, k')
L+ LU{(s,t1),...,(s,tm)}

end

denote the constructed bitext in Section 3.2, where
N denotes the number of sentence pairs, and S;
and 7; denote a pair of sentences in the source and
target language respectively. In a pair of bitext
<S,T>, S = <81, ooy sy and T o= (tq,. .. ,tgs>
denote sentences consist of word tokens s; or ¢;.

For a pair of bitext, SimAlign with a speci-
fied inference algorithm produces word alignment
A = {{a;, b;) };, denoting that the word tokens s,,
and t;, are aligned. Sabet et al. (2020) has proposed
different algorithms to induce alignment from the
same similarity matrix, and the best method varies
across language pairs. In this work, we consider
the relatively conservative (i.e., having higher pre-
cision) argmax and the higher recall itermax al-
gorithm (Sabet et al., 2020), and denote the align-
ments by Ay gmar and Ajrepmax respectively.

We substitute the non-contextualized word sim-
ilarity feature (Section 4.2) with contextualized
word similarity where the corresponding word em-
bedding is computed by averaging the final-layer
contextualized subword embeddings of CRISS.
The cosine similarities and dot-products of these
embeddings are included as features.

Instead of the binary classification in Section 4.2,
we do ternary classification for word alignments.
For a pair of word tokens (s;,t;), the gold label
Y(s; t;) 1s defined as

]1[<Z7]> € -Aargmax] + ﬂ[<2a]> € Aitermax]-

Intuitively, the labels 0 and 2 represents confi-
dent alignment or non-alignment by both methods,
while the label 1 models the potential alignment.
The MLP takes the features xg, ¢y € R7 of the
word token pair, and compute the probability of
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each label y by
b = ReLU (Wix(s, 1,y + b1 )
g ZZVVQ 'B,+’b2
exp (gy)
Dy X (94)

where ® = {W; W3, by, bs}. On the training
stage, we maximize the log-likelihood of ground-
truth labels:

P@(y | siytj7877-) =

O* = arg max

> Zzlogﬂp sty | 8065, 8, T).

(S,TYeB s;eSt;€T

On the inference stage, we keep all word token
pairs (s;, tj) that have

Eplyl ==Y y-Ply|sit;S,T)>

Yy
as the prediction.

6 Experimental Setup and Baselines

Throughout our experiments, we use a two-layer
perceptron with the hidden size of 8 for both lexi-
con induction and word alignment. We optimize all
of our models using Adam (Kingma and Ba, 2015)
with the initial learning rate 5 x 10~%. For our
bitext construction methods, we retrieve the best
matching sentence or translate the sentences in the
source language Wikipedia; for baseline models,
we use their default settings.

For evaluation, we use the BUCC 2020 BLI
shared task dataset (Rapp et al., 2020) and met-
ric (F}). Like most recent work, this evaluation is
based on MUSE (Lample et al., 2018).2 We primar-
ily report the BUCC evaluation because it considers
recall in addition to precision. However, because
most recent work only evaluates on precision, we
include those evaluations in Appendix D.

We compare the following baselines:

BUCC. Bestresults from the BUCC 2020 (Rapp
et al., 2020) for each language pairs, we take the
maximum Fj score between the best closed-track
results (Severini et al., 2020; Laville et al., 2020)
and open-track ones (Severini et al., 2020). Our
method would be considered open track since the
pretrained models used a much larger data set
(Common Crawl 25) than the BUCC 2020 closed-
track (Wikipedia or Wacky; Baroni et al., 2009).

$https://github.com/facebookresearch/
MUSE

VECMAP. Popular and robust method for align-
ing monolingual word embeddings via a linear pro-
jection and extracting lexicons. Here, we use the
standard implementation® with FastText vectors
(Bojanowski et al., 2017)'9 trained on the union
of Wikipedia and Common Crawl corpus for each
language.'! We include both supervised and unsu-
pervised versions.

WM. WikiMatrix (Schwenk et al., 2019)!2 is
a dataset of mined bitext. The mining method
LASER (Artetxe and Schwenk, 2019b) is trained
on real bitext and then used to mine more bitext
from the Wikipedia corpora to get the WikiMatrix
dataset. We test our lexicon induction method with
WikiMatrix bitext as the input and compare to our
methods that do not use bitext supervision.

7 BLI Results and Analysis

7.1 Main Results

We evaluate bidirectional translations from beam
search (GEN; Section 3.2), bidirectional transla-
tions from nucleus sampling (GEN-N; Holtzman
et al., 2020),'3 and retrieval (RTV; Section 3.2). In
addition, it is natural to concatenate the global sta-
tistical features (Section 4.2) from both GEN and
RTV and we refer to this approach by GEN-RTV.
Our main results are presented in Table 1. All of
our models (GEN, GEN-N, RTV, GEN-RTV) outper-
form the previous state of the art (BUCC) by a sig-
nificant margin on all language pairs. Surprisingly,
RTV and GEN-RTV even outperform WikiMatrix by
average F score, indicating that we do not need
bitext supervision to obtain high-quality lexicons.

7.2 Automatic Analysis

Bitext quality. Since RTV achieves surprisingly
high performance, we are interested in how much
the quality of bitext affects the lexicon induction
performance. We divide all retrieved bitexts with
score (Eq. 1) larger than 1 equally into five sections
with respect to the score, and compare the lexicon

9https:

1Ohttps:
fastText

Uhttps://github.com/facebookresearch/
fastText/blob/master/docs/crawl-vectors.
md; that is, our VECMAP baselines have the same data
availability with our main results.

Phttps://github.com/facebookresearch/
LASER/tree/master/tasks/WikiMatrix

3We sample from the smallest word set whose cumulative
probability mass exceeds 0.5 for next words.

//github.com/artetxem/VecMap
//github.com/facebookresearch/
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Language Weakly-Supervised Unsupervised
Pair BUCC VECMAP WM GEN GEN-N RTV GEN-RTV VECMAP GEN RTV
de-en 61.5 37.1 71.6  70.2 67.7 73.0 74.2 22.1 62.6 66.8
de-fr 76.8 432 79.8 79.1 79.2 78.9 83.2 27.1 794 80.3
en-de 54.5 33.2 62.1 62.7 59.3 64.4 66.0 33.7 51.0 56.2
en-es 62.6 453 71.8 737 69.6 77.0 75.3 441 60.2 65.6
en-fr 65.1 45.4 744 731 69.9 73.4 76.3 44.8 619 663
en-ru 41.4 29.2 544 435 37.9 53.1 53.1 24.6 284 454
en-zh 49.5 31.0 67.7 643 56.8 69.9 68.3 12.8 515 517
es-en 71.1 55.5 823 803 75.8 82.8 82.6 52.4 714 764
fr-de 71.0 46.2 82.1 80.0 78.7 80.9 81.7 46.0 76.4 7173
fr-en 53.7 51.5 80.3 79.7 76.1 80.0 83.2 50.4 72.7 759
ru-en 57.1 44.8 727 61.1 59.2 72.7 72.9 42.1 51.8 68.0
zh-en 36.9 36.1 64.1 526 50.6 62.5 62.5 34.4 343  48.1
average | 584 41.5 720 684 65.1 72.4 733 | 362 58.5 64.8

Table 1: Fj scores (x100) on the BUCC 2020 test set (Rapp et al., 2020). The best number in each row is bolded.

Bitext Quality: High — Low

Lang. | RTV-1 RTV-2 RTV-3 RTV-4 RTV-5 Random | RTV-ALL
de-en | 73.0 67.9 65.8 64.5 63.1 37.8 70.9
de-fr 78.9 74.2 70.8 69.5 67.3 60.6 79.4
en-de | 64.4 59.7 58.1 56.6 57.2 36.5 62.5
en-es 77.0 76.5 73.7 68.4 66.1 433 75.3
en-fr 73.4 70.5 67.9 65.7 65.5 47.8 68.3
en-ru 53.1 48.0 442 40.8 41.0 15.0 51.3
en-zh | 69.9 59.6 66.1 60.1 61.3 48.2 67.6
es-en 82.8 82.4 79.6 74.2 72.3 44.4 81.1
fr-de 80.9 76.9 73.2 74.7 74.5 64.7 79.1
fr-en 80.0 79.0 74.2 72.6 71.6 50.1 79.4
ru-en 72.7 66.8 60.5 55.8 54.0 14.7 71.0
zh-en | 62.5 58.0 54.1 50.9 49.3 13.6 61.3
avg. | 72.4 68.3 65.7 62.8 61.9 397 | 706

Table 2: F} scores (x100) on the test set of the BUCC 2020 shared task (Rapp et al., 2020). We use the weakly
supervised algorithm (Section 4.2). The best number in each row is bolded. RTV-1 is the same as RTV in Table 1.

induction performance (Table 2). In the table, RTV-
1 refers to the bitext of the highest quality and RTV-
5 refers to the ones of the lowest quality, in terms of
the margin score (Eq 1)."* We also add a random
pseudo bitext baseline (Random), where all the
bitext are randomly sampled from each language
pair, as well as using all retrieved sentence pairs
that have scores larger than 1 (RTV-ALL).

In general, the lexicon induction performance
of RTV correlates well with the quality of bitext.
Even using the bitext of the lowest quality (RTV-5),
it is still able to induce reasonably good bilingual
lexicon, outperforming the best numbers reported
by BUCC 2020 participants (Table 1) on average.
However, RTV achieves poor performance with ran-
dom bitext (Table 2), indicating that it is only robust
to a reasonable level of noise. While this is a lower-
bound on bitext quality, even random bitext does
not lead to 0 F} since the model may align any

1*See Appendix C for examples from each tier.
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co-occurrences of correct word pairs even when
they appear in unrelated sentences.

Word alignment quality. We compare the lexi-
con induction performance using the same set of
constructed bitext (RTV) and different word align-
ers (Table 3). According to Sabet et al. (2020),
SimAlign outperforms fast_align in terms
of word alignment. We observe that such a trend
translates to resulting lexicon induction perfor-
mance well: a significantly better word aligner can
usually lead to a better induced lexicon.

Bitext quantity. We investigate how the BLI
performance changes when the quantity of bitext
changes (Figure 2). We use CRISS with nucleus
sampling (GEN-N) to create different amount of
bitext of the same quality. We find that with only
1% of the bitext (160K sentence pairs on average)
used by GEN-N, our weakly-supervised framework
outperforms the previous state of the art (BUCC;



Languages SimAlign fast.align
de-en 73.0 69.7
de-fr 78.9 69.1
en-de 64.4 61.2
en-es 77.0 72.8
en-fr 73.4 68.5
en-ru 53.1 50.7
en-zh 69.9 66.0
es-en 82.8 79.8
fr-de 80.9 75.8
fr-en 80.0 71.3
ru-en 72.7 70.2
zh-en 62.5 60.2
average 72.4 68.4

Table 3: Fj scores (x100) on the BUCC 2020 test
set. Models are trained with the retrieval-based bitext
(RTV), in the weakly-supervised setting (Section 4.2.
The best number in each row is bolded.

F1

66
65
64
63

62

1 5 10 20 50 100 300(%)

Bitext size

Figure 2: F} scores (x100) on the BUCC 2020 test
set, produced by our weakly-supervised framework us-
ing different amount of bitext generated by CRISS with
nucleus sampling. 100% is the same as GEN-N in Ta-
ble 1. For less than 100%, we uniformly sample the
corresponding amount of bitext; for greater, we gener-
ate multiple translations for each source sentence.

Table 1). The model reaches its best performance
using 20% of the bitext (3.2M sentence pairs on
average) and then drops slightly with even more bi-
text. This is likely because more bitext introduces
more candidates word pairs.

Dependence on word frequency of GEN vs. RTV.
We observe that retrieval-based bitext construction
(RTV) works significantly better than generation-
based ones (GEN and GEN-N), in terms of lexicon
induction performance (Table 1). To further inves-
tigate the source of such difference, we compare
the performance of the RTV and GEN as a func-
tion of source word frequency or target word fre-
quency, where the word frequency are computed
from the lower-cased Wikipedia corpus. In Fig-
ure 3, we plot the F of RTV and GEN when the
most frequent k% of words are considered. When
all words are considered RTV outperform GEN for

K . 70
65 65
60 RTV 60f RTV
55 GEN 55 GEN
50 VECMAP 50 VECMAP
45 45
40 40

0 20 40 60 80 100 0 20 40 60 80 100

% of source words % of target words
(a) (b)

Figure 3: Average F} scores (x100) with our weakly-
supervised framework across the 12 language pairs (Ta-
ble 1) on the filtered BUCC 2020 test set. Results on
entries with (a) the k% most frequent source words, and
(b) the k% most frequent target words.

11 of 12 language pairs except de-fr. In 6 of 12
language pairs, GEN does better than RTV for high
frequency source words. As more lower frequency
words are included, GEN eventually does worse
than RTV. This helps explain why the combined
model GEN-RTYV is even better since GEN can have
an edge in high frequency words over RTV. The
trend that F; (RTV) — F;(GEN) increases as more
lower frequency words are included seems true for
all language pairs (Appendix A).

On average and for the majority of language
pairs, both methods do better on low-frequency
source words than high-frequency ones (Figure 3a),
which is consistent with the findings by BUCC
2020 participants (Rapp et al., 2020).

VECMAP. While BLI through bitext construc-
tion and word alignment clearly achieves superior
performance than that through vector rotation (Ta-
ble 1), we further show that the gap is larger on
low-frequency words (Figure 3).

7.3 Ground-truth Analysis

Following the advice of Kementchedjhieva et al.
(2019) that some care is needed due to the in-
completeness and biases of the evaluation, we
perform manual analysis of selected results. For
Chinese—English translations, we uniformly sam-
ple 20 wrong lexicon entries according to the eval-
uation for both GEN-RTV and weakly-supervised
VECMAP. Our judgments of these samples are
shown in Table 4. For GEN-RTV, 18/20 of these
sampled errors are actually acceptable translations,
whereas for VECMAP, only 11/20 are acceptable.
This indicates that the improvement in quality may
be partly limited by the incompleteness of the ref-
erence lexicon and the ground truth performance
of our method might be even better. The same
analysis for English—Chinese is in Appendix B.
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GEN-RTV | VECMAP
=45 depot v | FHEH endorsing X
RE wasting v | {4 preconditions  ?
1] reverse v | HH) moving v
M mouths v | KiE shanghai X
A[%  laughable v | {HZF cases v
[ conceal v | HA peony X
B devout v | ¥ filing v
e purified ? | EHJH carriages Vv
ok deadline v | {FH seaweed v
b foreign ? | BJE résumé v
8 clocks v | tAFT  asylums v
2% effort v | BA% soft-opened X
i ships v | A intangible X
N states v | /NT] penknife v
215 wounded Vv th carpathian v
15E) sliding v | %8 symbolise v
FHE toxicology v | F5HE fluff-free X
#H  overthrown v | [E§¥  conspirator v
2 wore v | #f5  bargaining X
% courteous v | HIJJ rollers X

Table 4: Manually labeled acceptability judgments for
random 20 error cases made by GEN-RTV (left) and
VECMAP (right). v and X denote acceptable and unac-
ceptable translation respectively. ? denotes word pairs
that may be acceptable in rare or specific contexts.

Data Source  Precision  Recall Fy
MUSE 934 78.8 85.5
GEN-RTV 96.6 719 825

Table 5: Comparison of Chinese-English lexicons
against manually labeled ground truth. The best num-
ber in each column is bolded.

Furthermore, we randomly sample 200 source
words from the MUSE zh-en test set, and com-
pare the quality between MUSE translation and
those predicted by GEN-RTV. This comparison is
MUSE-favored since only MUSE source words
are included. Concretely, we take the union of
word pairs, construct the new ground-truth by man-
ual judgments (i.e., removing unacceptable pairs),
and evaluate the F} score against the constructed
ground-truth (Table 5). The overall gap of 3 F}
means that a higher quality benchmark is necessary
to resolve further improvements over GEN-RTV.
The word pairs and judgments are included in the
supplementary material (Section F).

8 Word Alignment Results

We evaluate different word alignment methods
(Table 6) on existing word alignment datasets, >

Bhttp://www-1i6.informatik.rwth-aachen.
de/goldAlignment (de-en); https://web.eecs.

Model de-en en-fr en-hi ro-en
GIZA++T 022 009 052 032
fast_align' 030 016 062 032
Garg et al. (2019) 0.16 005 N/A 023
Zenkel et al. (2019)  0.21 0.10 N/A 028
SimAlign (Sabet et al., 2020)
XLM-R-argmax’  0.19 0.07 039 029
mBART-argmax 020 0.09 045 0.29
CRISS-argmax™ 0.17 005 032 025
CRISS-itermax* 0.18 0.08 030 0.23
MLP (ours)™ 015 0.04 028 0.22

Table 6: Average error rate (AER) for word alignment
(lower is better). The best numbers in each column are
bolded. Models in the top section require ground-truth
bitext, while those in the bottom section do not. *: mod-
els that involve unsupervised bitext construction. t: re-
sults copied from Sabet et al. (2020).

following Sabet et al. (2020). We investigate
four language pairs: German-English (de-en),
English—French (en-fr), English-Hindi (en-hi)
and Romanian—English (ro-en). We find that
the CRISS-based SimAlign already achieves
competitive performance with the state-of-the-art
method (Garg et al., 2019) which requires real
bitext for training. By ensembling the argmax
and itermax CRISS-based SimA11ign results (Sec-
tion 5), we set the new state of the art of word
alignment without using any bitext supervision.
However, by substituting the CRISS-based
SimAlign in the BLI pipeline with our aligner,
we obtain an average [ score of 73.0 for GEN-
RTV, which does not improve over the result of
73.3 achieved by CRISS-based SimAlign (Ta-
ble 1), indicating that further effort is required to
take the advantage of the improved word aligner.

9 Discussion

We present a direct and effective framework for
BLI with unsupervised bitext mining and word
alignment, which sets a new state of the art on the
task. From the perspective of pretrained multilin-
gual models (Conneau et al., 2019; Liu et al., 2020;
Tran et al., 2020, inter alia), our work shows that
they have successfully captured information about
word translation that can be extracted using simi-
larity based alignment and refinement. Although
BLI is only about word types, it strongly benefits
from contextualized reasoning at the token level.

umich.edu/~-mihalcea/wpt (en-fr and ro-en); https:
//web.eecs.umich.edu/~mihalcea/wpt05 (en-
hi)
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Appendices
A Language-Specific Analysis

While Figure 3 shows the average trend of F}
scores with respect to the portion of source words
or target words kept, we present such plots for each
language pair in Figure 4 and 5. The trend of each
separate method is inconsistent, which is consistent
to the findings by BUCC 2020 participants (Rapp
et al., 2020). However, the conclusion that RTV
gains more from low-frequency words still holds
for most language pairs.

B Acceptability Judgments for en — zh

GEN-RTV | VECMAP
southwestern PHFEHE v/ | spiritism B®E X
subject #EE v | danny john X
screenwriter BIfEZ  ? | hubbard RS X
preschool  ZHEHET v | swizz incredible X
palestine  palestine X | viewing BE 2
strengthening  3&ft, v | prohibition ;LS v/
zero 0 v | tons wE X
insurance fRI#/AF X | pascal 2T SV
lines 4% v | claudia christina X
suburban mxE v | massive EX v
honorable BEE 2 | equity =X I=N
placement BA /| sandy wE v
lesotho RRIE v | fwd % X
shanxi shanxi X | taillight HEE 2
registration  {¥fft v | horoscope HR/NFE X
protestors  PLi%#E v | busan =) X
shovel # v | hiding B v
side —J v/ | entry BN X
turbulence ifim | weekends EE{RH ?
omnibus  omnibus X | flagbearer HiE v

Table 7: Manually labeled acceptability judgments for
random 20 error cases in English to Chinese translation
made by GEN-RTV and VECMAP.

We present error analysis for the induced lexicon
for English to Chinese translations (Table 7) us-
ing the same method as Table 4. In this direction,
many of the unacceptable cases are copying En-
glish words as their Chinese translations, which is
also observed by Rapp et al. (2020). This is due to
an idiosyncrasy of the evaluation data where many
English words are considered acceptable Chinese
translations of the same words.

C Examples for Bitext in Different
Sections

We show examples of mined bitext with different
quality (Table 8), where the mined bitexts are di-
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vided into 5 sections with respect to the similarity-
based margin score (Eq 1). The Chinese sentences
are automatically converted to traditional Chi-
nese alphabets using chinese_converter,!6
to keep consistent with the MUSE dataset.

Based on our knowledge about these languages,
we see that the RTV-1 mostly consists of correct
translations. While the other sections of bitext are
of less quality, sentences within a pair are highly re-
lated or can be even partially aligned; therefore our
bitext mining and alignment framework can still
extract high-quality lexicon from such imperfect
bitext.

D Results: P@1 on the MUSE Dataset

Precision@1 (P@1) is a widely applied metric to
evaluate bilingual lexicon induction (Smith et al.,
2017; Lample et al., 2018; Artetxe et al., 2019, inter
alia), therefore we compare our models with exist-
ing approaches in terms of P@1 as well (Table 9).
Our fully unsupervised method with retrieval-based
bitext outperforms the previous state of the art
(Artetxe et al., 2019) by 4.1 average P@1, and
achieve competitive or superior performance on all
investigated language pairs.

E Error analysis

To understand the remaining errors, we randomly
sampled 400 word pairs from the induced lexi-
con and compare them to ground truth as and
Google Translate via =googletranslate (Al,
"zh", "en"). All error cases are included in Ta-
ble 10. In overall precision, our induced lexicon is
comparable to the output of Google translate API
where there are 17 errors for GEN-RTV 14 errors
for Google and 4 common errors.

Yhttps://pypi.org/project/
chinese-converter/
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Figure 4: F3 scores with respect to portion of source words kept for each investigated language pair, analogous to
Figure 3a.
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Figure 5: F} scores with respect to portion of target words kept for each investigated language pair, analogous to
Figure 3b.
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zh-en | £ BARNMBEERR FE&AGERNE Many natural problems are actually promise problems.
RTV-1 | FEAFURET] B & 7 AR APk o Cold climates may present special challenges.
REESR, BRI TR 5 A T BTN ANIE R F-FE 17358 o I thought they’d come to some kind of an agreement.
B 55 R IE 7 B R AR 18 A LR ] o The plotline is somewhat different from the first series.
M A EE B E o He also made sketches and paintings.
zh-en | MET B TR EBHHBREZME L o The book was criticized for misrepresenting nutritional science.
rRTV-2 | BENEEEEE) Kawagoe Sports Park Athletics Stadium
i B e B B AT (R B - He’s her protector and her provider.
A% DLS,000 55 8% & 21| i - He later returned to Morton for £15,000.
B AR E &/ N EZEAY) Lawrence and Joanna are the play’s two major characters.
zh-en | —f LI BEEGBINAT|BHBE - Voters do not register as members of political parties.
RTV-3 | G1E (HLAUREER) EFEA - He was formerly an editor of “The New York Times Book Review” .
48VIHGR 40 2 i DU T AR AL The M 120 mortar system consists of the following major components:
Hiz L5000 gHiE e 2 [E 1E - He later returned to Morton for £15,000.
225 HIE B HGENEA and arrived at Hobart Town on 8 November.
zh-en | 12614 37 T 7 BIMHERN, SRR BAE BIIE R o The Byzantine Empire was fully reestablished in 1261.
RTV-4 | TIE AT AR A5 5 2 IETERY This proved that he was clearly innocent of the charges.
AT T A E R AR A cut-down version was made available for downloading.
‘BE3705%, H—RIEFIURRAAL - It consists of 21 large gears and a 13 meters pendulum.
URBETERK RO Al3E 0 AT 3R H HA DR AT 4K Still, the German performance was not flawless.
zh-en | MCEZZEM F DASEIERROHT - that were used by nomads in the region.
RTV-5 | N#EE3NRHESABIEE# © In those 18 games, the visiting team won only three times.
A A BIAL AN A0 B FEAK o He was born in Frewsburg, New York, USA.
20147 14H AEA—E - Roy joined the group on 4/18/98.
J&_EEFEEFHIT - Far above, the lonely hawk floating.
de-en | Von 1988 bis 1991 lebte er in Venedig. From 1988-1991 he lived in Venice.
RTV-1 | Der Film beginnt mit folgendem Zitat: The movie begins with the following statement:
Geschichte von Saint Vincent und den Grenadinen History of Saint Vincent and the Grenadines
Die Spuren des Kriegs sind noch allgegenwiirtig. Some signs of the people are still there.
Saint-Paul (Savoie) Saint-Paul, Savoie
de-en | Nanderbarsche sind nicht brutpflegend. Oxpeckers are fairly gregarious.
RTV-2 | Dort begegnet sie Raymond und seiner Tochter Sarah. There she meets Sara and her husband.
Armansperg wurde zum Premierminister ernannt. Mansur was appointed the prime minister.
Diese Arbeit wird von den Méannchen ausgefiihrt. Parental care is performed by males.
August von Limburg-Stirum House of Limburg-Stirum
de-en | Es gibt mehrere Anbieter der Komponenten. There are several components to the site.
RTV-3 | Doch dann werden sie von Piraten angegriffen. They are attacked by Saracen pirates.
Wird nicht die tiefste — also meist 6. The shortest, probably five.
Ihre Bliite hatte sie zwischen 1976 und 1981. The crop trebled between 1955 and 1996.
Er brachte Reliquien von der HI. Eulogies were given by the Rev.
de-en | Gespielt wird meistens Mitte Juni. It is played principally on weekends.
RTV-4 | Schuppiger Schlangenstern Plains garter snake
Das Artwork stammt von Dave Field. The artwork is by Mike Egan.
Ammonolyse ist eine der Hydrolyse analoge Reaktion, Hydroxylation is an oxidative process.
Die Pellenz gliedert sich wie folgt: The Pellenz is divided as follows:
de-en | Auch Nicolau war praktizierender Katholik. Cassar was a practicing Roman Catholic.
RTV-5 | Im Jahr 2018 lag die Mitgliederzahl bei 350. The membership in 2017 numbered around 1,000.

Er trigt die Fahrgestellnummer TNT 102.
Als Moderator war Benjamin Jaworskyj angereist.
Benachbarte Naturrdume und Landschaften sind:

It carries the registration number AWK 230.
Dmitry Nagiev appeared as the presenter.
Neighboring hydrographic watersheds are:

Table 8: Examples of bitext in different sections (Section 7.2). We see that tier 1 has majority parallel sentences
whereas lower tiers have mostly similar but not parallel sentences.
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en-es en-fr en-de en-ru
avg.
— — — — — — — —

Nearest neighbor' 81.9 82.8 81.6 81.7 733 723 443 65.6 72.9
Inv. nearest neighbor (Dinu et al., 2015)" 80.6 77.6 81.3 79.0 69.8 69.7 437 54.1 69.5
Inv. softmax (Smith et al., 2017)" 81.7 827 81.7 81.7 73.5 723 444 655 72.9
CSLS (Lample et al., 2018)T 825 847 833 834 75.6 753 474 672 74.9
Artetxe et al. (2019)" 87.0 879 86.0 86.2 81.9 80.2 504 713 78.9
RTV (ours) 89.9 935 84.5 89.5 83.0 88.6 54.5 80.7 83.0
GEN (ours) 81.5 88.7 81.6 88.6 78.9 83.7 354 682 75.8

Table 9: P@1 of our lexicon inducer and previous methods on the standard MUSE test set (Lample et al., 2018),
where the best number in each column is bolded. The first section consists of vector rotation—based methods, while
Artetxe et al. (2019) conduct unsupervised machine translation and word alignment to induce bilingual lexicons.
All methods are tested in the fully unsupervised setting. 1: numbers copied from Artetxe et al. (2019).

src GEN-RTV Google Trans.
S writers < screenwriter
EIES laughing < ridiculous
TR authoritarian < Totalitarian
Eiie=) couplets < rhyme

JEEN tattooed < brand

F*x homeowners < owner

LA grande < Anna

FLHH header < Baotou

i editorial < edit

Pt winds < gust

P& firewood < matches

o bowl < cup

HLiE  samurai < Bushido

FEA) poem < verse

i belly < belly button
BAMN  modern < modernization
A flu < cold

g negotiate > Consult

#K nanometer > Nano

BNIE  apes > Anthropoid
Ao accessories >  Fitting

i aggregated > exchange
=yl lenders > Credit

iz deficit > Trade deficit
PUIES if > incase

B accessories > annex

e internship >  practice

pijiE= crowned >  Crown

BB assistant > assistant Manager
PIFME  agreeableness > Affinity

Eilas homeland > land

R crossings X Transit

IRt circulation X Circumfluence
R sheep X  Herd

Table 10: all errors cases among 400 random outputs of GEN-RTV compared to both our judgement and Google
translate for reference. >: GEN-RTV unacceptable while Google Trans acceptable. <: GEN-RTV acceptable while
Google Trans unacceptable. X: both unacceptable.
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