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Abstract

Automatically extracting key information
from scientific documents has the potential to
help scientists work more efficiently and ac-
celerate the pace of scientific progress. Prior
work has considered extracting document-
level entity clusters and relations end-to-end
from raw scientific text, which can improve lit-
erature search and help identify methods and
materials for a given problem. Despite the im-
portance of this task, most existing works on
scientific information extraction (ScilE) con-
sider extraction solely based on the content of
an individual paper, without considering the
paper’s place in the broader literature. In con-
trast to prior work, we augment our text rep-
resentations by leveraging a complementary
source of document context: the citation graph
of referential links between citing and cited pa-
pers. On a test set of English-language scien-
tific documents, we show that simple ways of
utilizing the structure and content of the cita-
tion graph can each lead to significant gains
in different scientific information extraction
tasks. When these tasks are combined, we ob-
serve a sizable improvement in end-to-end in-
formation extraction over the state-of-the-art,
suggesting the potential for future work along
this direction. We release software tools to fa-
cilitate citation-aware ScilE development.

1 Introduction

The rapid expansion in published scientific knowl-
edge has enormous potential for good, if it can
only be harnessed correctly. For example, during
the first five months of the global COVID-19 pan-
demic, at least 11000 papers were published online
about the novel disease (Hallenbeck, 2020), with
each representing a potential faster end to a global
pandemic and saved lives. Despite the value of
this quantity of focused research, it is infeasible
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Figure 1: Example of using the citation graph to im-
prove the task of salient entity classification (Jain et al.,
2020). In this task, each entity in the document is clas-
sified as salient or not, where a salient entity is defined
as being relevant to its paper’s main ideas.

for the scientific community to read this many pa-
pers in a time-critical situation, and make accurate
judgements to help separate signal from the noise.
To this end, how can machines help researchers
quickly identify relevant papers? One step in this
direction is to automatically extract and organize
scientific information (e.g. important concepts and
their relations) from a collection of research arti-
cles, which could help researchers identify new
methods or materials for a given task. Scientific in-
formation extraction (ScilE) (Gupta and Manning,
2011; Yogatama et al., 2011), which aims to extract
structured information from scientific articles, has
seen growing interest recently, as reflected in the
rapid evolution of systems and datasets (Luan et al.,
2018; Gabor et al., 2018; Jain et al., 2020).
Existing works on ScilE revolve around extrac-
tion solely based on the content of different parts
of an individual paper, such as the abstract or con-
clusion (Augenstein et al., 2017; Luan et al., 2019).
However, scientific papers do not exist in a vacuum
— they are part of a larger ecosystem of papers,
related to each other through different conceptual
relations. In this paper, we claim a better under-
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standing of a research article relies not only on its
content but also on its relations with associated
works, using both the content of related papers and
the paper’s position in the larger citation network.

We use a concrete example to motivate how in-
formation from the citation graph helps with ScilE,
considering the task of identifying key entities in a
long document (known as “salient entity classifica-
tion”) in Figure 1.

In this example, we see a paper describing a
speech recognition system (Saon et al., 2016). Fo-
cusing on two specific entities in the paper (“Ima-
geNet classification challenge” and “Switchboard
task”), we are tasked with classifying whether each
is critical to the paper. This task requires reasoning
about each entity in relation to the central topic of
the paper, which is a daunting task for NLP con-
sidering that this paper contains over 3000 words
across 11 sections. An existing state-of-the-art
model (Jain et al., 2020) mistakenly predicts the
non-salient entity “ImageNet classification chal-
lenge” as salient due to the limited contextual infor-
mation. However, this problem is more approach-
able when informed of the structure of the citation
graph that conveys how this paper correlates with
other research works. Examining this example pa-
per’s position in the surrounding citation network
suggests it is concerned with speech processing,
which makes it unlikely that “ImageNet” is salient.”

The clear goal of incorporating inter-article in-
formation, however, is hindered by a resource chal-
lenge: existing ScilE datasets that annotate papers
with rich entity and relation information fail to
include their references in a fine-grained, machine-
readable way. To overcome this difficulty, we build
on top of an existing ScilE dataset and align it
with a source of citation graph information, which
finally allows us to explore citation-aware ScilE.

Architecturally, we adopt the neural multi-task
model introduced by Jain et al. (2020), and es-
tablish a proof of concept by comparing simple
ways of incorporating the network structure and
textual content of the citation graph into this model.
Experimentally, we rigorously evaluate our meth-
ods, which we call CitationlE, on three tasks: men-
tion identification, salient entity classification, and
document-level relation extraction. We find that
leveraging citation graph information provides sig-
nificant improvements in the latter two tasks, in-

2Qur proposed method actually makes correct predictions
on both these samples, where the baseline model fails on both.

cluding a 10 point improvement on F1 score for
relation extraction. This leads to a sizable increase
in the performance of the end-to-end CitationlE
system relative to the current state-of-the-art, Jain
et al. (2020). We offer qualitative analysis of why
our methods may work in §5.3.

2 Document-level Scientific IE

2.1 Task Definition

We consider the task of extracting document-level
relations from scientific texts.

Most work on scientific information extraction
has used annotated datasets of scientific abstracts,
such as those provided for SemEval 2017 and Se-
mEval 2018 shared tasks (Augenstein et al., 2017;
Gabor et al., 2018), the SciERC dataset (Luan et al.,
2018), and the BioCreative V Chemical Disease
Relation dataset (Wei et al., 2016).

We focus on the task of open-domain document-
level relation extraction from long, full-text doc-
uments. This is in contrast to the above methods
that only use paper abstracts. Our setting is also
different from works that consider a fixed set of
candidate relations (Hou et al., 2019; Kardas et al.,
2020) or those that only consider IE tasks other
than relation extraction, such as entity recognition
(Verspoor et al., 2011).

We base our task definition and baseline models
on the recently released SciREX dataset (Jain et al.,
2020), which contains 438 annotated papers,* all
related to machine learning research.

Each document consists of sections D =
{S1,...,Sn}, where each section contains a se-
quence of words S; = {w;1,...,w; n,}. Each
document comes with annotations of entities, coref-
erence clusters, cluster-level saliency labels, and
4-ary document-level relations. We break down
the end-to-end information extraction process as a
sequence of these four related tasks, with each task
taking the output of the preceding tasks as input.

Mention Identification For each span of text
within a section, this task aims to recognize if the
span describes a Task, Dataset, Method, or
Met ric entity, if any.

Coreference This task requires clustering all en-
tity mentions in a document such that, in each
cluster, every mention refers to the same entity
(Varkel and Globerson, 2020). The SciREX dataset

3The dataset contains 306 documents for training, 66 for
validation, and 66 for testing.
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includes coreference annotations for each Task,
Dataset, Method, and Met ric mention.

Salient Entity Classification Given a cluster of
mentions corresponding to the same entity, the
model must predict whether the entity is key to
the work described in a paper. We follow the defi-
nition from the SciREX dataset (Jain et al., 2020),
where an entity in a paper is deemed salient if it
plays a role in the paper’s evaluation.

Relation Extraction The ultimate task in our
IE pipeline is relation extraction. ~We con-
sider relations as 4-ary tuples of typed entities
(ETask7 EDataseta EMethod’ EMetric)a which are
required to be salient entities. Given a set of candi-
date relations, we must determine which relations
are contained in the main result of the paper.

2.2 Baseline Model

We base our work on top of the model of Jain et al.
(2020), which was introduced as a strong baseline
accompanying the SciREX dataset. We refer the
reader to their paper for full architectural details,
and briefly summarize their model here.

This multi-task model performs three of our
tasks (mention identification, saliency classifica-
tion, and relation extraction) in a sequence, treating
coreference resolution as an external black box.
While word and span representations are shared
across all tasks and updated to minimize multi-task
loss, the model trains each task on gold input. Fig-
ure 2 summarizes the baseline model’s end-to-end
architecture, and highlights the places where we
propose improvements for our CitationlE model.

Feature Extraction The model extracts features
from raw text in two stages. First, contextualized
word embeddings are obtained for each section by
running SciBERT (Beltagy et al., 2019) on that
section of text (up to 512 tokens). Then, the embed-
dings from all words over all sections are passed
through a bidirectional LSTM (Graves et al., 2005)
to contextualize each word’s representation with
those from other sections.

Mention Identification The baseline model
treats this named entity recognition task as an
IOBES sequence tagging problem (Reimers and
Gurevych, 2017). The tagger takes the SciBERT-
BiLSTM (Beltagy et al., 2019; Graves et al., 2005)
word embeddings (as shown in the Figure 2),
feeds them through two feedforward networks (not
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shown in Figure 2), and produces tag potentials
at each word. These are then passed to a CRF
(Lafferty et al., 2001) which predicts discrete tags.

Span Embeddings For a given mention span, its
span embedding is produced via additive attention
(Bahdanau et al., 2014) over the tokens in the span.

Coreference Using an external model, pairwise
coreference predictions are made for all entity men-
tions, forming coreference clusters.

Salient Entity Classification Saliency is a prop-
erty of entity clusters, but it is first predicted at the
entity mention level. Each entity mention’s span
embedding is simply passed through two feedfor-
ward networks, giving a binary saliency prediction.

To turn these mention-level predictions into
cluster-level predictions, the predicted saliency
scores are max-pooled over all mentions in a coref-
erence cluster to give cluster-level saliency scores.

Relation Extraction The model treats relation
extraction as binary classification, taking as input
a set of 4 typed salient entity clusters. For each
entity cluster in the relation, per-section entity clus-
ter representations are computed by taking the set
of that entity’s mentions in a given section, and
max-pooling over the span embeddings of these
mentions. The four entity-section embeddings (one
for each entity in the relation) are then concate-
nated and passed through a feedforward network
to produce a relation-section embedding. Then, the
relation-section embeddings are averaged over all
sections and passed through another feedforward
network which returns a binary prediction.

3 Citation-aware ScilE Dataset

Although citation network information has been
shown to be effective in other tasks, few works
have recently tried using it in ScilE systems. One
potential reason is the lack of a suitable dataset.
Thus, as a first contribution of this paper, we
address this bottleneck by constructing a ScilE
dataset that is annotated with citation graph infor-
mation.* Specifically, we combine the rich anno-
tations of SciREX with a source of citation graph
information, S20RC (Lo et al., 2020). For each pa-
per, S20RC includes parsed metadata about which
other papers cite this paper, which other papers are

“We have released code to construct this dataset: https:
//github.com/viswavi/ScigraphlIE
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Figure 2: Architecture of the model we use for neural information extraction. Light blue blocks indicate places
where we can incorporate information from the citation graph for the citation-aware CitationlE architecture.
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Figure 3: Degree statistics of SCIREX documents in the
citation graph.

cited by this paper, and locations in the body text
where reference markers are embedded.

To merge SciREX with S20RC, we link records
using metadata obtained via the Semantic Scholar
API:> paper title, DOI string, arXiv ID, and Se-
mantic Scholar Paper ID. For each document in
SciREX, we check against all 81M documents in
S20RC for exact matches on any of these identi-
fiers, yielding S20RC entries for 433 out of 438
documents in SciREX. The final mapping is in-
cluded in our repository for the community to use.
Though our work only used the SciREX dataset,
our methods can be readily extended to other ScilE
datasets (including those mentioned in §2.1) using
our released software.

Statistics Examining the distribution of citations
for all documents in the SciREX dataset (in Fig-
ure 3), we observe a long-tailed distribution of ci-
tations per paper, and a bell-shaped distribution of
references per paper.

‘https://www.semanticscholar.org/

In addition to the 5 documents we could not
match to the S20RC citation graph, 7 were incor-
rectly recorded as containing no references and 5
others were incorrectly recorded as having no ci-
tations. These errors are due to data issues in the
S20RC dataset, which relies on PDF parsers to
extract information (Lo et al., 2020).

4 CitationIE

We now describe our citation-aware scientific IE ar-
chitecture, which incorporates citation information
into mention identification, salient entity classifi-
cation, and relation extraction. For each task, we
consider two types of citation graph information,
either separately or together: (1) structural infor-
mation from the graph network topology and (2)
textual information from the content of citing and
cited documents.

4.1 Structural Information

The structure of the citation graph can contextual-
ize a document within the greater body of work.
Prior works in scientific information extraction
have predominantly used the citation graph only to
analyze the content of citing papers, such as Cife-
TextRank (Das Gollapalli and Caragea, 2014) and
Citation TF-IDF (Caragea et al., 2014), which is
described in detail in §4.2.2. However, the citation
graph can be used to discover relationships between
non-adjacent documents in the citation graph; prior
works struggle to capture these relationships.
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Figure 4: Feedforward architecture in each task (with
CitationIE-specific parameters shown in light blue).

Arnold and Cohen (2009) are the only prior
work, to our knowledge, to explicitly use the cita-
tion graph’s structure for scientific IE. They predict
key entities related to a paper via random walks on
a combined knowledge-and-citation-graph consist-
ing of papers and entities, without considering a
document’s content. This approach is simple but
cannot generalize to new or unseen entities.

A rich direction of recent work has studied
learned representations of networks, such as so-
cial networks (Perozzi et al., 2014) and citation
graphs (Sen et al., 2008; Yang et al., 2015; Bui
et al., 2018; Khosla et al., 2021). In this paper,
we show citation graph embeddings can improve
scientific information extraction.

Construction of Citation Graph To construct
our citation graph, we found all nodes in the
S20RC citation graph within 2 undirected edges
of any document in the SciREX dataset, including
all edges between those documents. This process
took 10 hours on one machine due to the massive
size of the full S20RC graph, resulting in a graph
with ~1.1M nodes and ~5M edges.

Network Representation Learning We learn
representations for each node (paper) using Deep-
Walk® (Perozzi et al., 2014) via the GraphVite
library (Zhu et al., 2019), resulting in a 128-
dimensional “graph embedding” for each document
in our dataset. For each task, we incorporate the
document-level graph embedding into that task’s
model component, by simply concatenating the
document’s graph embedding with the hidden state
in that component. We do not update the graph
embedding values during training.

Incorporating Graph Embedding Each task in
our CitationlE system culminates in a pair of feed-
forward networks. Figure 4 describes this general

8 An empirical comparison by Khosla et al. (2021) found

DeepWalk to be quite competitive on two citation graph node
classification datasets, despite its speed and simplicity.
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architecture, though the input to these networks
varies from task to task (SciBERT-BiLSTM embed-
dings for mention identification, span embeddings
for salient entity classification, and per-section re-
lation embeddings for relation extraction).

This architecture gives two options for where to
concatenate the graph embedding into the hidden
state - Stage 1 or Stage 2 - marked with a light
blue block in Figure 4. Intuitively, concatenating
the graph embedding in a later stage feeds it more
directly into the final prediction. We find Stage
1 is superior for relation extraction, and both per-
form comparably for salient entity classification
and mention identification. We give details on this
experiment in Appendix A.3.

4.2 Textual Information

Most prior work using the citation graph for ScilE
has focused on using the text of citing papers. We
examine how to use two varieties of textual infor-
mation related to citations.

4.2.1 Citances

Citation sentences, also known as “citances’
(Nakov et al., 2004), provide an additional source
of textual context about a paper. They have seen
use in automatic summarization (Yasunaga et al.,
2019), but not in neural information extraction.

In our work, we augment each document in our
training set with its citances, treating each citance
as a new section in the document. In this way,
we incorporate citances into our Citation]E model
through the shared text representations used by
each task in our system, as shown in Figure 5. If our
document has many citations, we randomly sample
25 to use. For each citing document, we select
citances centered on the sentence containing the
first reference marker pointing to our document of
interest, and include the subsequent and consequent
sentences if they are both in the same section.

We ensure the mention identification step does
not predict entities in citance sections, which would
lead to false positive entities in downstream tasks.

B

4.2.2 Citation TF-IDF

Citation TF-IDF (Caragea et al., 2014), is a feature
representing the TF-IDF value (Jones, 1972) of a
given token in its document’s citances. We con-
sider a variant of this feature: for each token in a
document, we compute the TF-IDF of that token in
each citance of the document, and average the per-
citance TF-IDF values over all citances. We imple-
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Figure 5: Incorporating citances into the text represen-
tation extractor.

mented this feature only for saliency classification,
as it explicitly reasons about the significance of a
token in citing texts. As a local token-level feature,
it also does not apply naturally to relation extrac-
tion, which operates on entire clusters of spans.

4.3 Graph Structure and Text Content

We lastly consider using graph embeddings and ci-
tances together in a single model for each task. We
do this naively by including citances with the docu-
ment’s input text when first computing shared text
features, and then concatenating graph embeddings
into downstream task-specific components.

S Experiments

5.1 Metrics, Baselines and Training

5.1.1 Metrics

The ultimate product of our work is an end-to-end
document-level relation extraction system, but we
also measure each component of our system in
isolation, giving end-to-end and per-task metrics.
All metrics, except where stated otherwise, are the
same as described by Jain et al. (2020).

Mention Identification We evaluate mention
identification with the average F1 score of clas-
sifying entities of each span type.

Salient Entity Classification Similar to Jain
et al. (2020) we evaluate this task at the mention
level and cluster level. We evaluate both metrics
on gold standard entity recognition inputs.

Relation Extraction This is the ultimate task in
our pipeline. We use its output and metrics to evalu-
ate the end-to-end system, but also evaluate relation
extraction separately from upstream components
to isolate its performance. We specifically consider
two types of metrics:
(1) Document-level: For each document, given a
set of ground truth 4-ary relations, we evaluate a
set of predicted 4-ary relations as a sequence of
binary predictions (where a matching relation is a
true positive). We then compute precision, recall,
and F1 scores for each document, and average each
over all documents. We refer to this metric as
the “document-level” relation metric. To compare
with Jain et al. (2020), this is the primary metric to
measure the full system.
(2) Corpus-level: When evaluating the relation ex-
traction component in isolation, we are also able to
use a more standard “corpus-level” binary classi-
fication evaluation, where each candidate relation
from each document is treated as a separate sample.
We also run both these metrics on a binary rela-
tion extraction setup, by flattening each set of 4-ary
relations into a set of binary relations and evaluat-
ing these predictions as an intermediate metric.

5.1.2 Baselines

For each task, we compare against Jain et al. (2020),
whose architecture our system is built on. No other
model to our knowledge performs all the tasks we
consider on full documents. For the 4-ary relation
extraction task, we also compare against the Doc-
TAET model (Hou et al., 2019), which is consid-
ered as state-of-the-art for full-text scientific rela-
tion extraction (Jain et al., 2020; Hou et al., 2019).

Significance To improve the rigor of our eval-
uation, we run significance tests for each of our
proposed methods against its associated baseline,
via paired bootstrap sampling (Koehn, 2004). In ex-
periments where we trained multiple models with
different seeds, we perform a hierarchical bootstrap
procedure where we first sample a seed for each
model and then sample a randomized test set.

5.1.3 Training Details
We build our proposed CitationIE methods on top
of the SciREX repository’ (Jain et al., 2020) in the
AllenNLP framework (Gardner et al., 2018).

For each task, we first train that component in
isolation from the rest of the system to minimize

"nttps://github.com/allenai/SciREX
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Model F1 P R

Salient Mention Evaluation

Baseline (reported) 57.9 57.5 58.4
Baseline (reimpl.) 57.5 50.5 66.8

~ CitationlE
w/ Citation-TF-IDF 57.1 50.2  66.1
w/ Citances 58.7t 514  68.57
w/ Graph Embeddings  59.2f 53.5f 66.3
w/ Graph + Citance 584t 513  67.87

Salient Entity Cluster Evaluation

Baseline (reimpl.) 39.1 28.5 75.8

~ CitationlE
w/ Citation-TF-IDF 386 284 743
w/ Citances 38.7 28.2 74.8
w/ Graph Embeddings  40.3 29.8 74.5

Table 1: Salient entity classification results. Baseline
(Jain et al., 2020) and Graph Embedding model eval-
uations are each trained with 3 different model seeds,
then metrics averaged; rest are from single model due
to computational limitations. } indicates significance at
95% confidence. Best model is in bold for each metric.

the task-specific loss. We then take the best per-
forming modifications and use them to train end-
to-end IE models to minimize the sum of losses
from all tasks. We train each model on a single
GPU with batch size 4 for up to 20 epochs. We
include detailed training configuration information
in Appendix A.1.

For saliency classification and relation extrac-
tion, we trained the baseline and the strongest pro-
posed models three times,® to improve reliability of
our results. For mention identification, we did not
retrain models, as the first set of results strongly
suggested our proposed methods were not helpful.

5.2 Quantitative Results

Mention Identification For mention identifica-
tion, we observe no major performance difference
from using citation graphs, and include full results
in Appendix A.2.

Salient Entity Classification Table 1 shows the
results of our CitationlE methods. We observe:
(1) Using citation graph embeddings significantly
improves the system with respect to the salient men-
tion metric.

(2) Graph embeddings do not improve cluster eval-
uation significantly (at 95%) due to the small test

8See Appendix A.1 for exact seeds used
“Reported as “Component-wise Binary and 4-ary Rela-
tions” in Jain et al. (2020)
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size'? (66 samples) and inter-model variation.

(3) Incorporating graph embeddings and citances
simultaneously is no better than using either.

(4) Our reimplemented baseline differs from the
results reported by Jain et al. (2020) despite using
their published code to train their model. This may
be because we use a batch size of 4 (due to compute
limits) while they reported a batch size of 50.

Relation Extraction Table 2 shows that using
graph embeddings here gives an 11.5 point im-
provement in document-level F1 over the reported
baseline,'! and statistically significant gains on
both corpus-level F1 metrics.

Despite seemingly large gains on the document-
level F1 metric, these are not statistically significant
due to significant inter-model variability and small
test set size, despite the graph embedding model
performing best at every seed we tried.

End-to-End Model From Table 3, we observe:
(1) Using graph embeddings appears to have a posi-
tive effect on the main task of 4-ary relation extrac-
tion. However, these gains are not statistically sig-
nificant (p = 0.235) despite our proposed method
outperforming the baseline at every seed, for the
same reasons as mentioned above.

(2) On binary relation evaluation, we observe
smaller improvements which had a lower p-value
(p = 0.099) due to lower inter-model variation.
(3) Using citances instead of graph embeddings
still appears to outperform the baseline (though by
a smaller margin than the graph embeddings).

5.3 Analysis

We analyzed our experimental results, guided by
the following four questions:

Do papers with few citations benefit from cita-
tion graph information? Our test set only con-
tains two documents with zero citations, so we can-
not characterize performance on such documents.
However, Figure 6 shows that the gains provided
by the proposed CitationIlE model with graph em-
beddings counterintuitively shrink as the number
of citations of a paper increases. We also observe

'%The limited size of this test set is an area of concern when
using the SciREX dataset, and improving statistical power in
ScilE evaluation is a crucial area for future work.

"The large gap between reimplemented and reported base-
lines is likely due to our reproduced results averaging over 3
random seeds. When using the same seed used by Jain et al.
(2020), the baseline’s document-level test F1 score is almost
20 points better than with two other random seeds.



Model F1 P

R F1

Document-Level Metric

4-ary Relation Extraction
Corpus-Level Metric

Baseline (reported)’ 57.0 82.0
Baseline (reimpl.) 49.8 50.1
DocTAET 65.5 62.4

"~ CitationlE
w/ Citances 69.2 70.0
w/ Graph Embeddings 68.5 67.5
w/ Graph + Citance 67.5 66.8

44.0 N/A N/A N/A
50.1 48.0 48.1 48.2
85.1 39.9 55.7 56.8
76.6 39.4 39.9 419
76.2 58.7+ 61.01 59.6
75.0 51.9 54.6 54.5

Document-Level Metric

Binary Relation Extraction
Corpus-Level Metric

Baseline (reported) 61.1 53.1
Baseline (reimpl.) 50.8 51.1

" CitationlE ~ ~
w/ Citances 69.2 69.2
w/ Graph Embeddings 72.9 70.4
w/ Graph + Citance 66.2 65.9

71.8 N/A N/A N/A
SLI 412 484 M6
71.3 433 46.7 44.0
56.1 51.07 54.1t1 57.1
68.1 48.0t 514 52.7

Table 2: Comparing methods on relation extraction. Baseline, Graph Embedding, and Graph + Citance models
were evaluated over 3 model seeds, and the remainder with a single seed. We use Macro-F1 for corpus-level
evaluation. T indicates significance at 95% confidence, and best implemented model in each metric is bolded.
Graph embeddings significantly improve over baseline on 4-ary and binary corpus-level F1 (p < 0.05), but are less

significant on document-level F1 metrics (p ~ 0.11).

Model F1 P R

4-ary Relation Extraction

Baseline (reported) 0.8 0.7 17.3
Baseline (reimpl.) 0.44 0.23 22.66

" CitationlE
w/ Graph Embeddings 1.48 1.31 20.04
w/ Citances 0.75 7.03 13.36

Binary Relation Extraction

Baseline (reported) 9.6 6.5 41.1
Baseline (reimpl.) 6.48 4.09 43.83

" CitationlE
w/ Graph Embeddings 7.70 5.42 37.17
w/ Citances 7.61 4.97 43.57

Table 3: End-to-end model evaluation. Each model was
evaluated over 3 model seeds.

this with citances, to a lesser extent. This suggests
more work needs to be done to represent citation
graph nodes with many edges.

How does citation graph information help re-
lation extraction? With relation extraction, we
found citation graph information provides strongest
gains when classifying relations between distant
entities in a document, seen in Figure 7. For each
relation in the test set, we computed the average
distance between pairs of entity mentions in that
relation, normalized by total document length. We
find models with graph embeddings or citances per-
form markedly better when these relations span

Iy
=
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=
I

Baseline
w/ Graph

4
©

o
o

Document-Level F1
o o
N -

.1 0) ao. 450) @50, 1290 ©.7 0) ao. 450 @50 129

Figure 6: Document-level relation extraction F1 score
of CitationIlE models with graph embeddings (left) and
citances (right), compared with the baseline (red) on
documents grouped by number of citations.

large swaths of text. This is particularly useful
since neural models still struggle to model long-
range dependencies effectively (Brown et al., 2020).

Does citation graph information help contextu-
alize important terms? Going back to our moti-
vating example of a speech paper referring to Ima-
geNet in passing §1, we hypothesized that adding
context from citations helps deal with terms that are
important in general, but not for a given document.
To measure this, we grouped all entities in our
test dataset by their “global saliency rate” measured
on the test set: given a span, what is the probability
that this span is salient in any given occurrence?
In Figure 8, we observe that most of the improve-
ment from graph embeddings and citances comes
at terms which are labeled as salient in at least 20%
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Figure 7: Corpus-Level F1 of relation extraction mod-
els, bucketed by the average distance between entity
mentions in each relation.
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Figure 8: Macro F1 of salient mention classification
models, evaluated on test-set spans, each bucketed by
their training-set global saliency rate.

of their training-set mentions. This suggests that
citation graph information yields improvements
with reasoning about important terms, without neg-
atively interfering with less-important terms.

6 Implications and Future Directions

We explore the use of citation graph information in
neural scientific information extraction with Cita-
tionlE, a model that can leverage either the struc-
ture of the citation graph or the content of citing
or cited documents. We find that this information,
combined with document text, leads to particularly
strong improvements for salient entity classifica-
tion and relation extraction, and provides an in-
crease in end-to-end IE system performance over a
strong baseline.

Our proposed methods reflect some of the sim-
plest ways of incorporating citation graph informa-
tion into a neural ScilE system. As such, these
results can be considered a proof of concept. In
the future we will explore ways to extract richer in-
formation from the graph using more sophisticated
techniques, hopefully better capturing the interplay
between citation graph structure and content. Fi-
nally, we evaluated our proof of concept here on
a single dataset in the machine learning domain.
While our methods are not domain-specific, verify-
ing that these methods generalize to other scientific
domains is important future work.
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A Appendices

A.1 Training Configurations

We train each model on a single 11GB NVIDIA
GeForce RTX 2080 Ti GPU with a batch size
of 4. We train for up to 20 epochs, and set the
patience parameter in AllenNLP to 10; if the
validation metric does not improve for 10 consecu-
tive epochs, we stop training early. For each task-
specific model, we use a product of validation loss
and corpus-level binary F1 score on the validation
set as the validation metric. For salient entity classi-
fication and relation extraction, we choose the best
threshold on the validation set using F1 score.

In total, training with these configurations takes
roughly 2 hours for salient entity classification, 8
hours for mention identification, 18-24 hours for
relation extraction, and 24-30 hours for the end-to-
end system. Our CitationIE models took roughly
as long to train as the baseline SCiREX models did.

For models that we trained three different times,
we use different seeds for each software library:

e For PyTorch, we use seeds 133,12 11, and 22
e For Numpy, we use seeds 1337, 111, and 222

e For Python’s random library, we use seeds
11370, 1111, and 2222

A.2 Mention Identification Results

Model F1 P R

Mention Identification

Baseline (reported)'? 707 717 712
Baseline (reimpl.) 74.6t 737  75.67
w/ Citances 74.0 73.0 75.0
w/ Graph Embeddings 74.4 7441 743
w/ Graph + Citance 73.6 73.0 743

Table 4: Mention Identification Results. | indicates sig-
nificance at 95% confidence. Best model is in bold for
each metric.

We include results from using citation graph in-
formation for the mention identification task in Ta-
ble 4. We observe no major improvements in this
task. Intuitively, recognizing a named entity in a
document may not require global context about the
document (e.g. “LSTM” almost always refers to a
Method, regardless of the paper where it is used),
so the lack of gains in this task is unsurprising.

12133/1337/13370 is the default seed setting in AllenNLP.

A.3 Combining Graph Embeddings with
Word Embeddings

Each of our task-specific components in the Cita-
tionlE model contains two feedforward networks
where we may concatenate graph embedding infor-
mation. We refer to these two options for where to
fuse graph embedding information as “early fusion”
and “late fusion”, illustrated in Figure 4.

Here we show a detailed comparison of early
fusion vs late fusion models on Mention Identifi-
cation (Table 5), Salient Entity Classification (Ta-
ble 6), and Relation Extraction (Table 7). Based
on these results, we used early fusion in our final
Citation]lE models for mention identification and
relation extraction. For saliency classification, the
relative performance of early fusion and late fu-
sion differed across our two metrics, making this
inconclusive. We used early fusion for saliency
classification in the end-to-end model due to strong
empirical performance there.

Model F1 P R
Mention Identification

Graph Embed. (early fusion) 74.41 74.41 74.3

Graph Embed. (late fusion) 74.1 73.1 7517

Table 5: Comparing CitationlE models for mention
identification with early graph embedding fusion vs
late fusion. Results are shown from single-model evalu-
ation. T indicates significance at 95% confidence. Best
model is in bold for each metric.

Model F1 P R

Salient Mention Evaluation

Graph Embed. (early fusion) 57.1 54.41  60.1
Graph Embed. (late fusion) 59.2t 535  66.37
Salient Entity Cluster Evaluation
Graph Embed. (early fusion) 43.31 33.8f 72.0
Graph Embed. (late fusion) 40.3 29.8  74.57

Table 6: Comparing Citation]E models for salient en-
tity classification with early graph embedding fusion
vs late fusion. The early fusion model was trained once,
while late fusion numbers are reported over an average
of 3 runs. t indicates significance at 95% confidence.
Best model is in bold for each metric.
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Model F1 P R F1 P R

4-ary Relation Extraction

Document-Level Metrics Corpus-Level Metrics
Graph Embeddings (early fusion) 68.5 67.5 76.2 58.7 61.0 59.6
Graph Embeddings (late fusion) 63.3 61.8 67.3 75.8% 76.01 76.11
Binary Relation Extraction
Document-Level Metrics Corpus-Level Metrics
Graph Embeddings (early Fusion) 729 70.4 56.1 51.0 54.1 57.1
Graph Embeddings (late fusion) 58.3 58.0 59.0 53.6 58.1t1 66.4

Table 7: Comparing CitationIE models for relation extraction with early graph embedding fusion vs late fusion.
Early fusion models were trained 3 times, late fusion was trained once. T indicates significance at 95% confidence,
and the best model in each metric is bolded.
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