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Abstract

In this paper, we propose Inverse Adversarial
Training (IAT) algorithm for training neural
dialogue systems to avoid generic responses
and model dialogue history better. In contrast
to standard adversarial training algorithms,
IAT encourages the model to be sensitive to
the perturbation in the dialogue history and
therefore learning from perturbations. By giv-
ing higher rewards for responses whose output
probability reduces more significantly when
dialogue history is perturbed, the model is en-
couraged to generate more diverse and con-
sistent responses. By penalizing the model
when generating the same response given per-
turbed dialogue history, the model is forced
to better capture dialogue history and gener-
ate more informative responses. Experimental
results on two benchmark datasets show that
our approach can better model dialogue his-
tory and generate more diverse and consistent
responses. In addition, we point out a prob-
lem of the widely used maximum mutual in-
formation (MMI) based methods for improv-
ing the diversity of dialogue response genera-
tion models and demonstrate it empirically.

1 Introduction

In recent years, neural end-to-end dialogue re-
sponse generation models (Sordoni et al., 2015;
Serban et al., 2016; Bordes et al., 2016) has gained
increasing popularity with the recent advance-
ments of neural sequence-to-sequence (seq2seq)
learning models (Sutskever et al., 2014; Vaswani
et al., 2017). While neural dialogue models can
generate seemingly fluent responses, due to the
over-simplified maximum likelihood estimation
(MLE) training objective and the high frequency
of generic responses in training corpora, they tend
to produce dull and generic responses such as “I

∗Equal contribution.
†Corresponding author

don’t know” much more often than that humans
generally do (Li et al., 2015), which makes dia-
logue agents less engaging and ineffective.

In addition, recent research on whether neu-
ral dialogue systems use dialogue history effec-
tively (Sankar et al., 2019) shows that most neu-
ral dialogue agents fail to take the dialogue his-
tory into account when generating responses. This
problem makes neural dialogue systems tend to
generate responses irrelevant to the current topic
of the conversation and are not consistent with the
dialogue history. This problem may also intensify
the generic response problem, as dull responses
are generally off-topic and irrelevant to the dia-
logue history.

To address the above issues, in this paper, we
propose Inverse Adversarial Training (IAT) al-
gorithm for training neural dialogue systems to
avoid generic responses and model dialogue his-
tory better, thus generating diverse and informa-
tive responses. Conventional adversarial training
methods generally generate label-preserving ad-
versarial inputs with carefully designed methods
and train the model to generate the same output to
enhance the model’s robustness. In contrast, our
approach perturbs in input dialogue history such
that a good dialogue model should not generate
the same output if the output is non-generic and
relevant to the dialogue history. We name our pro-
posed method as inverse adversarial training be-
cause it is related to conventional adversarial train-
ing methods which aim to improve the model’s ad-
versarial robustness but our proposed objective is
motivated in the opposite direction. Note that our
work is not directly related to TextGANs as well
as their applications on dialogue response genera-
tion.

Specifically, the proposed inverse adversarial
training assigns higher rewards to generated re-
sponses or ground-truth responses if their likeli-



695

hood decreases more when the dialogue history is
perturbed, and penalize the model when it gen-
erates responses whose likelihood is almost un-
changed given either original or perturbed dia-
logue history as input. This encourages the model
to generate more relevant and informative re-
sponses and capture dialogue history better. The
proposed IAT algorithm can be used in both super-
vised and self-supervised fashion (with/without
reference response), which can be viewed as a
form of reward-augmented maximum likelihood
(RAML) method (Norouzi et al., 2016) that im-
proves the original MLE objective or a rewarding
scheme for RL-based text generation algorithms.
The inverse adversarial learning framework is
also conceptually related to self-adversarial learn-
ing (Zhou et al., 2020) where the the comparison
is made between different checkpoints of the same
model to provide reward for RL training of the
NLG model.

In addition, we identify a limitation of the
widely-used maximum mutual information (MMI)
based methods for improving the diversity of dia-
logue response generation models. This will be
discussed in detail in section 2.1 and empirically
demonstrated in section 4.2.

We conduct experiments on two dialogue
datasets, OpenSubtitiles and DailyDialog, to
demonstrate the effectiveness of the proposed ap-
proach. Experimental results show IAT helps neu-
ral dialogue systems model dialogue history bet-
ter and generate more diverse and informative re-
sponses.

2 Related Work

2.1 Dull Response Problem

Neural dialogue models tend to generate generic
or dull responses such as I don’t know which
are not engaging for the users (Sordoni et al.,
2015). This behavior can be ascribed to the
high frequency of generic responses in the train-
ing corpus and the over-simplified MLE training
objective. How to avoid generic responses and
to make the dialogue agent more engaging has
been a long-standing problem. Previous work at-
tempts to address this problem with different ap-
proaches: 1) Li et al. (2015) propose a diversity-
promoting objective based on Maximum Mutual
Information (MMI). Given source S and target T ,
their approach first generates N-best lists based
on P (T |S) and then rerank the list by combin-

ing p(T |S) and λp(S|T ); 2) Zhang et al. (2018b)
propose to directly optimize p(S|T ) together with
p(T |S) with an Adversarial Information Maxi-
mization objective; and 3) adversarial learning (Li
et al., 2017a) and dual adversarial learning (Cui
et al., 2019) based on the intuition that real re-
sponses are of high diversity, thus can be distin-
guished from generated responses which are of-
ten dull and generic. There are also other meth-
ods using distributional constraints of the target re-
sponses (Baheti et al., 2018; Csáky et al., 2019) or
commonsense knowledge (Wu et al., 2020).

While shown to be effective in several datasets,
these approaches suffer from several drawbacks.
For the first two approaches, while the MMI ob-
jective may lead to larger mutual information, it
often does not actually result in more informative
and engaging responses according to our observa-
tions. For example, given a dialog context: “What
have you done with him in the bar last night?”
The top response re-ranked by the MMI objective
is “I have done nothing with him in the bar last
night.”, which is non-informative and less natu-
ral compared with the response “Nothing at all.”
generated by a standard seq2seq dialogue model.
This is also confirmed in the experiment section.
We suspect this phenomenon is caused by the term
p(S|T ) in the MMI objective. It encourages gen-
erating responses that make the last utterance in
the dialogue history have a high likelihood given
the generated responses. While a truly informa-
tive response may yield a high p(S|T ), the model
can easily find a “shortcut” to cheat this objective
by simply copying a portion of tokens in the last
utterance, which is likely to have high p(S|T ) as
well as p(T |S). The adversarial learning based di-
alogue model is notoriously hard to train and may
suffer from the problem of mode collapse, which
decreases the diversity of generated responses.

In contrast, our proposed IAT approach is based
on the intuition that a diverse, relevant, and consis-
tent response should be sensitive to the perturba-
tion in the dialogue history, which is from a differ-
ent perspective and may be complementary with
the aforementioned approaches.

2.2 Dialogue History Modeling

Recently, Sankar et al. (2019) evaluated whether
existing neural dialogue systems use dialogue
history effectively by perturbing dialogue his-
tory and observing the variation of model out-
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put. They corrupted the dialogue history with
both utterance-level and word-level perturbation
and see whether and how much the output perplex-
ity decreases. Their experimental results show that
end-to-end neural dialogue systems are generally
non-sensitive to the perturbation of dialogue his-
tory, suggesting that they may perform poorly in
modeling dialogue history. Previous work (Serban
et al., 2016; Zhao et al., 2017) improves the con-
text modeling ability with modification in model
architectures. In contrast, our approach employs
a novel training objective to enhance the dialogue
history modeling ability, which is orthogonal and
may be complementary with them.

3 Inverse Adversarial Training

In this section, we describe the proposed inverse
adversarial training algorithm in detail. We first
describe how we perturb the dialogue history and
then formally introduce the inverse adversarial
training algorithm.

3.1 Perturbation Approaches

Following previous study (Sankar et al., 2019), we
perturb the dialogue history in both utterance and
word level and apply them jointly during training.

Utterance-level Perturbations We consider the
following operations 1) Shuf that shuffles the se-
quence of utterances in the dialog history, 2) Rev
that reverses the order of utterances in the his-
tory (but maintains word order within each utter-
ance) 3) Drop that completely drops certain utter-
ances, 4) Truncate that truncates the dialog history
to contain only the k most recent utterances where
k ≤ n, where n is the length of dialog history, and
5) Repl that randomly replaces each utterance in
the dialogue history by another utterance in the
dataset with a probability of 30%, which resem-
bles the negative sampling (Mikolov et al., 2013)
approach1.

Word-level perturbations We consider similar
operations but at the word level within every ut-
terance 1) word-shuffle that randomly shuffles the
words within an utterance 2) reverse that reverses
the ordering of words, 3) word-drop that drops
30% of the words uniformly 4) noun-drop that
drops all nouns, 5) verb-drop that drops all verbs,

1The first four kinds of perturbation is originally proposed
in (Sankar et al., 2019) and the last is proposed in this paper.

and 6) word-repl that replace 30% of words with a
random word in the vocabulary uniformly.

We explain the role of different perturbations
and their potential effects briefly. The Shuf and
Rev perturbations change the chronological order
of utterances. Inverse adversarial training with
these kinds of perturbation may help the model to
capture some common-senses about the chrono-
logical order of utterances. The Drop and Repl
perturbations may help the model to capture some
kinds of casual effects. Finally, the Truncate per-
turbation may help the model capture long-term
and multi-turns dialogue history better.

3.2 Inverse Adversarial Training

In contrast to the adversarial training objective
which maximize the likelihood of generating the
same output given perturbed input, the inverse ad-
versarial training objective maximizes the reduc-
tion of the likelihood of generating the same out-
put when the input is perturbed, which is opposite
to the conventional adversarial training.

A straightforward approach is to maximize the
likelihood of generating ground-truth responses
given original dialogue history while minimizing
this likelihood when given perturbed dialogue his-
tory. However, this approach suffers from several
problems: First, as a previous study (Sankar et al.,
2019) has shown, neural dialogue models gener-
ally capture the perturbation in the dialogue his-
tory poorly, which is suggested by the fact that the
output embeddings of the encoder are very sim-
ilar when given original and perturbed input di-
alogue histories. This results in training the de-
coder to simultaneously maximize and minimize
the likelihood of the same output given very simi-
lar input, which is undesirable and makes the train-
ing ineffective. The second problem is that this
training objective does not capture the variation
of likelihood and thus treats relevant and engag-
ing responses equally with dull and generic re-
sponses. This is undesirable as we only want to
maximize/minimize the likelihood for relevant and
engaging responses when conditioning on origi-
nal/perturbed dialogue history and dull responses
should be avoided in both cases.

In this paper, we propose a sequence-level ob-
jective which is able to capture the variation of the
likelihood of responses given original or perturbed
input. This makes it possible to model dialogue
history better and avoid generic response problem
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Figure 1: Illustration of IAT. Our algorithm assigns high reward and low penalty when the dialogue model generates
relevant and engaging responses given original and perturbed dialogue history respectively. The reward and penalty
are respectively decreased and increased when the dialogue model generates dull responses. Note that both dull
responses and engaging responses are gold human-written reference responses. They are not labeled in the dataset
but automatically detected by the difference of their generation likelihood when given original and perturbed
dialogue history. (Best view in color.)

at the same time. The idea is to evaluate generated
sentences based on the variation of the likelihood
of responses given original or perturbed dialogue
history and use this variation as rewards for train-
ing the dialogue model.

Given original dialogue history X and
perturbed dialogue history X ′, the reward
R(Y |X,X ′) of generating response Y , which
is a sequence of n tokens yi, i ∈ 1, 2, ..., n, is
measured by how much Y is more likely to
be generated by the dialogue model given X
compared with that given X ′, which is computed
by the difference of negative log-likelihood losses
(NLL) in two cases, as described below.

NLLorig = −
n∑
i=1

logP (yi|y<i, X) (1)

NLLadv = −
n∑
i=1

logP (yi|y<i, X ′) (2)

R(Y |X,X ′) = NLLadv − NLLorig (3)

Intuitively, the reward R would be high when the
response Y is engaging and relevant to the dia-
logue history. A generic response should be as-
signed with a low or even negative reward as it
is irrelevant to the dialogue history. The inverse
adversarial training objective is to generate re-
sponses to maximize its reward. With likelihood
ratio (Sutton et al., 2000), we can formulate the

gradient of the objective function for dialogue re-
sponse generator Gθ as:

∇θJ(θ) =
∑
Y

n∑
i=1

∇θ logGθ(yi|y<i, X) · R(Y |X,X ′)

(4)

The above training objective encourages the di-
alogue model to generate non-generic responses
and model dialogue history better by giving higher
rewards when generating good responses based on
original dialogue history.

Similarly, we would also want to penalize the
dialogue model when it generates the same re-
sponse given perturbed dialogue history to explic-
itly force the dialogue system to effectively model
the dialogue history. We propose to model this
penalty with a max-margin reward scheme. Given
marginM, the penalty P(Y |X,X ′) of generating
Y is computed by

P(Y |X,X ′) = min(0,NLLadv − NLLorig −M) (5)

The insight behind equation 5 is that when the
variation of likelihood of generating Y given X
and X ′ is large enough (i.e. NLLorig −NLLadv −
M > 0), the model should be considered suc-
cessfully captured the perturbation in the dialogue
history and should not be penalized. In contrast,
when the variation is not large enough, we pe-
nalize the dialogue agent for generating Y giving
X ′ because a small variation of likelihood impli-
cates: (1) the dialogue agent models dialogue his-
tory poorly and (2) the generated responses Y may
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be irrelevant to the dialogue history X and thus be
generic and non-informative. The corresponding
gradient can be formulated as:

∇θJ ′(θ) =
∑
Y

n∑
i=1

∇θ logGθ(yi|y<i, X ′) · P(Y |X,X ′)

(6)

The penalty and reward are combined by di-
rectly summing up the gradient in Eq (4) and Eq
(6). The proposed inverse adversarial training al-
gorithm can be applied in both supervised fashion
where responses Y are ground-truth responses in
the dataset and self-supervised fashion where Y is
generated by the dialogue model itself. The only
difference between the self-supervised and super-
vised version is whether the reference responses
are generated (self-supervised) or ground-truth re-
sponses (supervised). The supervised inverse ad-
versarial training can be viewed as a reward func-
tion algorithm for RAML (Norouzi et al., 2016)
training that assigns higher rewards for “good”
training examples that help our model to gener-
ate relevant responses and learn to model dialogue
history better. The self-supervised inverse adver-
sarial training, in contrast, allows the model to ex-
plore freely and train the model with policy gradi-
ent (Sutton et al., 2000), a reinforcement learning
approach.

4 Experiments

To validate the effectiveness of the proposed in-
verse adversarial training algorithm, we conduct
experiments in order to answer the following two
research questions:
(1) Do inverse adversarial training help neural di-
alogue systems model dialogue history better?
(2) Do inverse adversarial training help neural di-
alogue models generate more diverse, engaging,
and informative dialogue responses?

4.1 Experimental Settings
Datasets We employ two datasets in our experi-
ments. The first dataset is the OpenSubtitles cor-
pus (Lison and Tiedemann, 2016) which is a large,
open-domain dataset containing scripts of movie
characters. Following previous work, we consider
each turn in the dataset as the target response and
the two previous sentences as the dialogue history.
We remove the pairs whose response is shorter
than 5 words and randomly sample 1,800K, 500K,
and 12K dialogue turns for training, validation,
and testing, respectively.

We employ the DailyDialog dataset (Li et al.,
2017b) as the second dataset which consists of di-
alogues that resemble daily conversations across
multiple topics. It comprises of 13k dialogues,
which is much smaller compared with the Open-
Subtitles dataset. However, it has an average of
7.9 turns per dialog, which is more suitable for
evaluating whether the proposed approach is able
to improve the model’s ability of modeling long-
term dialogue history.

Compared Models We build dialogue systems
with seq2seq (Sutskever et al., 2014) models. Fol-
lowing previous work (Li et al., 2017a, 2015), we
employ LSTM-based seq2seq model for the Open-
Subtitles dataset. For the DailyDialog dataset,
we employ the transformer (Vaswani et al., 2017)
model which yields superior results in prelimi-
nary experiments while shown to perform poorly
in modeling dialogue history (Sankar et al., 2019).
Specifically, following previous work (Xu et al.,
2018), we set the hidden size to 256, embedding
size to 128, vocabulary size to 50K, and batch size
to 64 for the proposed models and the baselines.
We use the Adam optimizer with the initial learn-
ing rate 0.1 for model training.

We compare the dialogue model trained with
the proposed inverse adversarial learning algo-
rithm with the following baseline methods (all
compared models are using the same backbone ar-
chitecture):

• Seq2Seq: The vanilla seq2seq dialogue
model trained with MLE objective.

• Seq2Seq + MMI: The dialogue model us-
ing mutual information method (Li et al.,
2015), which substracts the score of the target
sequence log p(T |S) by its language model
score log p(T ) (MMI-anti) or by a backward
generation score log p(S|T ) (MMI-bidi) for
decoding.

• Seq2Seq + Adversarial Learning: A dia-
logue model trained with adversarial learn-
ing objective (Li et al., 2017a). The model is
pretrained with MLE objective and then fine-
tuned with adversarial learning.

• Seq2Seq + DS: A strong baseline using dis-
tributional constraints over the generated re-
sponses (Baheti et al., 2018).

• CVAE: A dialogue response generation
model using conditional VAE (Zhao et al.,
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2017) to improve the discourse-level diver-
sity of generated responses.

Our models are pretrained with the MLE ob-
jective until the validation perplexity stops de-
creasing. We then apply the inverse adversarial
training algorithm for continual training. Dur-
ing training, reference responses are either gen-
erated responses or ground-truth responses in
self-supervised and supervised inverse-adversarial
training respectively. We combine both supervised
and self-supervised inverse adversarial training by
alternatively switching between these two objec-
tives for each training iteration.

Evaluation Metrics We employ different au-
tomated evaluation metrics to respectively answer
the three research questions introduced at the be-
ginning of this section. To evaluate how well dia-
logue systems are able to model dialogue history,
we adopt the approach proposed by Sankar et al.
(2019), which measures the increases in perplex-
ity when the model is fed with perturbed dialogue
history instead of original dialogue history. We
report the result in both utterance-level and word-
level perturbation.

To evaluate if inverse adversarial learning can
effectively reduce the generic response problem,
following Li et al. (2015), we evaluate the di-
versity of generated responses by calculating the
number of distinct unigrams, bigrams, and tri-
grams in generated responses. The value is
scaled by the total number of generated tokens to
avoid favoring long sentences, which are shown
as distinct-1, distinct-2, and distinct-3 in Table
2. Lastly, we compare the percentage of stop-
words2 of the responses generated by each model
(smaller values that are closer to the distribution
of human conversations are preferred). We also
report the token-level overlap between the gener-
ated response and the last utterance in the dialog
history to demonstrate the “shortcut”problem of
MMI-based methods decribed in Section 2.1.

As our approach is training in an “opposite”
direction compared to conventional adversarial
training employed to enhance the robustness of
trained models, we also conduct experiments to
evaluate the robustness of the dialogue response
generation models with respect to non label-
changing adversarial dialogue history. Similar
to the method of evaluating the dialogue his-

2Stopword List from https://www.ranks. nl/stopwords.
We appended punctuations to this list.

Method DailyDialog OpenSubtitles
Seq2Seq
- base model 2.71 (1.18) 1.94 (0.33)
- + AL 2.76 (1.22) 1.67 (0.41)
- + DS 2.79 (1.24) 1.87 (0.44)
- + CVAE 3.25 (1.41) 2.11 (0.49)
- + IAT 3.69 (1.65) 2.37 (0.42)

Table 1: Results on the dialogue history modeling
ability of compared models, which is measured by the
difference between perplexity of gold responses when
receiving original dialogue history and receiving per-
turbed dialogue history. Mean and standard deviation
of 5 runs are reported.

tory modeling ability, we measure the perplex-
ity changes when the model is given a different
but meaning-preserving dialogue history, which is
constructed by performing word substitution with
a BERT-based lexical substitution method (Zhou
et al., 2019) and paraphrase generation (Kumar
et al., 2020) as word-level and utterance-level per-
turbation respectively on the original dialogue his-
tory, as the input.

In addition, as demonstrated by Liu et al.
(2016); Zhou and Xu (2020), automated metrics
are notoriously poor for evaluating dialogue sys-
tems. We thus conduct a human evaluation to bet-
ter evaluate the effectiveness of the proposed algo-
rithm. For human evaluation, we invite 20 human
annotators which are all graduate students with
good English proficiency to evaluate the quality of
the model. Following Zhang et al. (2018a), we
ask human annotators to interact with compared
models for 50 utterances with each compared di-
alogue system and evaluate the fluency, consis-
tency, and diversity of the model (scored between
1- 5). Fluency measures how likely the generated
text is produced by human. Consistency measures
how likely the generated text is related to the in-
put dialogue history, which corresponds to the first
research question. Diversity measures how much
the generated text provides specific information,
rather than “dull” and repeated information, which
corresponds to the second research question.

4.2 Experimental Results
Results on dialogue history modeling We first
present the results on dialogue history modeling
ability. The results are shown in Table 1. We can
see that the dialogue model trained with the pro-
posed inverse adversarial training algorithm per-
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Method DailyDialog OpenSubtitles
Dist-1 Dist-2 Dist-3 overlap stop-word Dist-1 Dist-2 Dist-3 overlap stop-word

Seq2Seq
- base model 2.32 6.28 9.43 15.6 67.4 1.72 5.37 7.64 22.5 77.8
- + MMI-anti 4.15∗ 11.27∗ 19.61∗ 26.7 62.4 3.45 11.35 18.12 30.1 74.2
- + MMI-bidi 3.52 9.29 17.43 31.5 63.1 3.52∗ 12.11∗ 18.56∗ 37.8 74.7
- + AL 2.25 6.01 9.39 16.1 66.8 2.97 5.44 7.46 23.5 76.4
- + DS 3.19 7.84 11.61 18.4 61.5 3.05 6.30 11.59 21.3 71.2
- + CVAE 3.59 9.41 12.93 17.7 61.1 3.35 10.13 17.02 22.5 71.4
- + IAT 3.72 9.81 14.93 15.4∗ 60.9 3.29 10.16 17.30 20.8∗ 70.9∗

Table 2: Results of the diversity of generated responses of compared models. We report the average value of 5
runs on both datasets. ∗ denotes statistically significant with p-value < 0.01.

Method DailyDialog OpenSubtitles
Seq2Seq
- base model 0.75(0.41) 0.42(0.29)
- + MMI - -
- + AL 0.83(0.47) 0.49(0.34)
- + DS 0.78(0.44) 0.46(0.33)
- + IAT 0.77(0.45) 0.44(0.31)

Table 3: Results on the adversarial robustness of
compared models, which is measured by the differ-
ence between perplexity of gold responses when re-
ceiving original dialogue history and receiving non-
label changing adversarial dialogue history. AL de-
notes adversarial learning and IAT denotes inverse ad-
versarial training.

forms significantly better than the compared base-
lines as the perplexity dramatically increases when
the input dialogue history is perturbed. This is
not surprising as our approach is the first learn-
ing objective which explicitly forces the dialogue
system to better model dialogue history. In con-
trast, the MMI criterion and the adversarial learn-
ing objective do not significantly influence the di-
alogue history modeling ability of dialogue sys-
tems. The dialogue model based on CVAE models
dialogue history better than other baselines while
still under-performs our approach.

Reults on diversity The results of the diversity
of responses generated by compared models are
shown in Table 2. We can see that both the Max-
imum Mutual Information objective and the pro-
posed inverse adversarial learning succeed in im-
proving the diversity of generated responses. In
contrast, the adversarial learning objective hardly
improves the diversity, which may be due to the in-
stability of adversarial learning on text generation.
While the MMI objective yields slightly larger im-
provements on distinct n-gram based metrics, their

Method Fluency Consistency Diversity
Seq2Seq

- base model 2.83 2.69 3.05
- + MMI-anti 2.73 2.78 3.10
- + MMI-bidi 2.80 2.82 3.02
- + AL 2.77 2.69 2.91
- + DS 2.85 2.88 3.12
- + CVAE 2.93 2.91 3.19
- + IAT 3.02∗ 3.05∗ 3.34∗

Table 4: Human evaluation results of compared model
on the DailyDialog dataset. The Kappa score between
human annotators is 0.73. ∗ denotes statistically signif-
icant with p-value < 0.05.

approach is used only for re-ranking during infer-
ence, which is orthogonal and may be complemen-
tary to the proposed approach.

In addition, as described in section 2.1, the
MMI objective may favor non-engaging responses
that simply repeats the last utterance in the dia-
logue history. This is empirically demonstrated
by their high overlap with the last utterance in
the dialog history, as measured by the “overlap”
metric. In contrast, our approach does not suffer
from this problem and also generate fewer stop-
words compared to the MMI-based methods. In
addition, our approach also outperforms the strong
baselines including that using distributional con-
straint and CVAE, demonstrating its effectiveness
in improving the diversity of generated responses.

Results on adversarial robustness We also
conduct experiments to test the robustness of the
dialogue model trained with the proposed inverse
adversarial training objective. The results are
shown in Table 3. We see that the increase in
the perplexity of ground-truth responses under
our model is roughly the same with the baseline
transformer model and the other compared mod-
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Source how long will it take us to drive to London ? ... ok . You haven’t seen my company car , have you ?
Seq2Seq I don’t know about what you are talking about.
+MMI-anti I have seen a car in London.
+MMI-bidi I haven’t seen your company car, have you ?
+DS No, I haven’t seen a car.
+CVAE No, I think no.
+IAT No, I don’t think we can arrive on time.

Source Your throat is inflamed . And your tongue is heavily coated . You have all the symptoms of influenza .
Seq2Seq I agree with that you have just said.
+MMI-anti I want to have all the influenza.
+MMI-bidi I do not want to have the influenza and the throat.
+DS Oh That’s too bad.
+CVAE That’s a sad thing.
+IAT oh what should I do for my tougue?

Source Good evening , madam . Can I help you ? Yes . I bought this sheet here yesterday .
Seq2Seq I want to buy a sheet too.
+MMI-anti What is the color of the shirt you bought yesterday?
+MMI-bidi What is wrong with this sheet bought here yesterday?
+DS What problem about the sheet?
+DS What do you think of the sheet?
+IAT Anything wrong with the sheet?

Table 5: Case study of dialogue responses generated by different compared models.

els. This suggests that our proposed IAT objective
does not harm the adversarial robustness.

Human evaluation We conduct a human eval-
uation of compared models on the DailyDialog
dataset. The results are shown in Table 4. We can
see that the proposed inverse adversarial training
objective substantially improves the consistency
of the dialogue model over all compared baselines,
which confirms its ability to train dialogue agents
to model dialogue history better. As for the diver-
sity of generated responses, we find that human
annotators do not prefer the responses selected by
the MMI objective over that generated by the base-
line model with a large margin. We find that this
is mainly because the MMI objective prefers re-
peating tokens which appear in the last utterance
and human annotators find it non-informativeness.
In contrast, our approach yields even larger im-
provements in the diversity of the generated re-
sponses. We do not find the adversarial learning
method improves the diversity of dialogue mod-
els, which may be due to the problem of mode col-
lapse in adversarial learning. The over-all fluency
of compared models is roughly the same, which
may be because they are all trained or pretrained
with MLE objective.

4.3 Qualitative Analysis

To better compare and analyze the inverse adver-
sarial training objective, we conduct a qualitative

Method Fluency Consistency Diversity
Ours 2.86 3.02 3.36
- w/o supervised 2.68 2.91 3.34
- w/o self-supervised 2.91 2.98 3.31
- w/o reward 2.74 2.88 3.12
- w/o penalty 2.88 2.82 3.26
- w/o utter pertub 2.82 2.71 3.23
- w/o token pertub 2.85 2.84 3.28

Table 6: Ablation study results of compared model on
the DailyDialog dataset. AL denotes adversarial learn-
ing and IAT denotes inverse adversarial training.

analysis of dialogue responses generated by differ-
ent compared models. The samples are presented
in Table 5. We can see that the vanilla transformer-
based dialogue response generation model tends
to generate irrelevant and generic responses. Ap-
plying the MMI objective for re-ranking success-
fully avoids those generic responses. However, it
leads to another kind of non-informative response
that repeats the majority of tokens in the latest
utterance, which is also quite unnatural. In con-
trast, dialogue models trained with the proposed
inverse adversarial training objective tend to gen-
erate more diverse responses which are also more
relevant to the dialogue history.

4.4 Ablation Study

To better understand the relative importance of dif-
ferent components in the proposed inverse adver-
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sarial training objective, we conduct an ablation
study with human evaluation to compare differ-
ent model variants against the full model. The re-
sults are shown in Table 6. We can find that both
supervised-only and self-supervised-only variant
of the proposed inverse adversarial training algo-
rithm can improve the consistency and the diver-
sity of dialogue models. However, self-supervised
inverse adversarial training seems to sacrifice the
fluency of generated responses for better diver-
sity and consistency as the model trained with-
out the self-supervised objective are considered to
be more fluent by human annotators. The use-
fulness of the reward and the penalty objectives
is also demonstrated by human evaluation. Con-
cretely, we find that the reward described in Eq.(3)
contributes more to the diversity of generated re-
sponses. This may be because it assigns high
rewards for relevant and specific responses and
negative rewards for generic responses. In con-
trast, the penalty in Eq.(5) helps the dialogue sys-
tem model dialogue history better and leads to
more consistent responses by punishing the dia-
logue model when generating the same responses
given perturbed dialogue history. As for differ-
ent perturbation approaches, we find that both
utterance-level and token-level contributes to the
performance improvements. Also, we find that
utterance-level perturbation may be more effec-
tive for improving the consistency of generated re-
sponses. We suspect this may be because the abil-
ity of the dialogue model to distinguish utterance-
level perturbation is more important for better di-
alogue history modeling.

5 Conclusion

In this work, we introduce inverse adversarial
training (IAT) algorithm that is able to simultane-
ously reduce the dull response problem and help
neural dialogue systems model dialogue history
better. IAT measures the relevance and consis-
tency of responses by the difference of their likeli-
hood conditioning on either original and perturbed
dialogue history. In this way, it is able to pre-
vent the dialogue system from preferring generic
responses, even they are often of high frequency in
the training corpora. Our method also encourages
the dialogue agent to model dialogue history bet-
ter by penalizing the model when generating the
same responses given perturbed dialogue history.
Experimental results on two benchmark datasets

show that the proposed inverse adversarial training
algorithm helps dialogue models capture dialogue
history better and generate more diverse and con-
sistent responses. We also identify a limitation of
the widely-used MMI based methods for improv-
ing the diversity of dialogue response generation
models and empirically demonstrate the existence
of this problem through our experimetns.

Boarder Impact

This work does not involve collection and release
of data, nor inference of information or judgments
about individuals. However, dialogue systems
may have a social impact and we believe that mak-
ing dialogue agent able to generate more mean-
ingful and consistent responses are beneficial. We
also agree that general control on the bias or un-
fairness of neural dialogue agents is important.
We believe this can be done from both the per-
spective of data collection and training algorithms.
We believe our proposed training algorithm will
likely not contribute to any ethical concern of chat
robots.
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