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Abstract

Joint extraction of entities and relations from
unstructured texts is a crucial task in infor-
mation extraction. Recent methods achieve
considerable performance but still suffer from
some inherent limitations, such as redundancy
of relation prediction, poor generalization of
span-based extraction and inefficiency. In this
paper, we decompose this task into three sub-
tasks, Relation Judgement, Entity Extraction
and Subject-object Alignment from a novel per-
spective and then propose a joint relational
triple extraction framework based on Potential
Relation and Global Correspondence (PRGC).
Specifically, we design a component to pre-
dict potential relations, which constrains the
following entity extraction to the predicted re-
lation subset rather than all relations; then
a relation-specific sequence tagging compo-
nent is applied to handle the overlapping prob-
lem between subjects and objects; finally, a
global correspondence component is designed
to align the subject and object into a triple
with low-complexity. Extensive experiments
show that PRGC achieves state-of-the-art per-
formance on public benchmarks with higher
efficiency and delivers consistent performance
gain on complex scenarios of overlapping
triples.!

1 Introduction

Identifying entity mentions and their relations
which are in the form of a triple (subject, rela-
tion, object) from unstructured texts is an impor-
tant task in information extraction. Some previous
works proposed to address the task with pipelined
approaches which include two steps: named en-
tity recognition (Tjong Kim Sang and De Meulder,
2003; Ratinov and Roth, 2009) and relation predic-
tion (Zelenko et al., 2002; Bunescu and Mooney,
*Corresponding author.

"The source code and data are
https://github.com/hy-struggle/PRGC.

released at

Subtask Model Component
CasRel None (Take all relations)
Relation Judgement TPLinker None (Take all relations)
PRGC  Potential Relation Prediction
CasRel Span-based
Entity Extraction TPLinker Span-based
PRGC Rel-Spec Sequence Tagging
CasRel Cascade Scheme
Subject-object Alignment TPLinker Token-pair Matrix
PRGC Global Correspondence

Table 1: Comparison of the proposed PRGC and previ-
ous methods in the respect of our new perspective with
three subtasks.

2005; Pawar et al., 2017; Wang et al., 2020b). Re-
cent end-to-end methods, which are based on either
multi-task learning (Wei et al., 2020) or single-
stage framework (Wang et al., 2020a), achieved
promising performance and proved their effective-
ness, but lacked in-depth study of the task.

To better comprehend the task and advance the
state of the art, we propose a novel perspective to
decompose the task into three subtasks: i) Rela-
tion Judgement which aims to identify relations
in a sentence, ii) Entity Extraction which aims to
extract all subjects and objects in the sentence and
iii) Subject-object Alignment which aims to align
the subject-object pair into a triple. On the basis,
we review two end-to-end methods in Table 1. For
the multi-task method named CasRel (Wei et al.,
2020), the relational triple extraction is performed
in two stages which applies object extraction to
all relations. Obviously, the way to identify rela-
tions is redundant which contains numerous invalid
operations, and the span-based extraction scheme
which just pays attention to start/end position of an
entity leads to poor generalization. Meanwhile, it is
restricted to process one subject at a time due to its
subject-object alignment mechanism, which is inef-
ficient and difficult to deploy. For the single-stage
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framework named TPLinker (Wang et al., 2020a),
in order to avoid the exposure bias in subject-object
alignment, it exploits a rather complicated decoder
which leads to sparse label and low convergence
rate while the problems of relation redundancy and
poor generalization of span-based extraction are
still unsolved.

To address aforementioned issues, we pro-
pose an end-to-end framework which consists of
three components: Potential Relation Prediction,
Relation-Specific Sequence Tagging and Global
Correspondence, which fulfill the three subtasks
accordingly as shown in Table 1.

For Relation Judgement, we predict potential
relations by the Potential Relation Prediction com-
ponent rather than preserve all redundant rela-
tions, which reduces computational complexity
and achieves better performance, especially when
there are many relations in the dataset.> For En-
tity Extraction, we use a more robust Relation-
Specific Sequence Tagging component (Rel-Spec
Sequence Tagging for short) to extract subjects
and objects separately, to naturally handle overlap-
ping between subjects and objects. For Subject-
object Alignment, unlike TPLinker which uses
a relation-based token-pair matrix, we design a
relation-independent Global Correspondence ma-
trix to determine whether a specific subject-object
pair is valid in a triple.

Given a sentence, PRGC first predicts a subset
of potential relations and a global matrix which
contains the correspondence score between all sub-
jects and objects; then performs sequence tagging
to extract subjects and objects for each potential
relation in parallel; finally enumerates all predicted
entity pairs, which are then pruned by the global
correspondence matrix. It is worth to note that
the experiment (described in Section 5.2.1) shows
that the Potential Relation Prediction component
of PRGC is overall beneficial, even though it intro-
duces the exposure bias that is usually mentioned
in prior single-stage methods to prove their advan-
tages.

Experimental results show that PRGC outper-
forms the state-of-the-art methods on public bench-
marks with higher efficiency and fewer parameters.
Detailed experiments on complex scenarios such
as various overlapping patterns, which contain the
Single Entity Overlap (SEO), Entity Pair Overlap

2For example, the WebNLG dataset (Gardent et al., 2017)

has hundreds of relations but only seven valid relations for
one sentence mostly.

(EPO) and Subject Object Overlap (SOO) types>
show that our method owns consistent advantages.
The main contributions of this paper are as follows:

1. We tackle the relational triple extraction task
from a novel perspective which decomposes
the task into three subtasks: Relation Judge-
ment, Entity Extraction and Subject-object
Alignment, and previous works are compared
on the basis of the proposed paradigm as
shown in Table 1.

2. Following our perspective, we propose a novel
end-to-end framework and design three com-
ponents with respect to the subtasks which
greatly alleviate the problems of redundant re-
lation judgement, poor generalization of span-
based extraction and inefficient subject-object
alignment, respectively.

3. We conduct extensive experiments on several
public benchmarks, which indicate that our
method achieves state-of-the-art performance,
especially for complex scenarios of overlap-
ping triples. Further ablation studies and anal-
yses confirm the effectiveness of each compo-
nent in our model.

4. In addition to higher accuracy, experiments
show that our method owns significant advan-
tages in complexity, number of parameters,
floating point operations (FLOPs) and infer-
ence time compared with previous works.

2 Related Work

Traditionally, relational triple extraction has been
studied as two separated tasks: entity extraction
and relation prediction. Early works (Zelenko et al.,
2002; Chan and Roth, 2011) apply the pipelined
methods to perform relation classification between
entity pairs after extracting all the entities. To estab-
lish the correlation between these two tasks, joint
models have attracted much attention. Prior feature-
based joint models (Yu and Lam, 2010; Li and Ji,
2014; Miwa and Sasaki, 2014; Ren et al., 2017) re-
quire a complicated process of feature engineering
and rely on various NLP tools with cumbersome
manual operations.

Recently, the neural network model which re-
duces manual involvement occupies the main part
of the research. Zheng et al. (2017) proposed a

*More details about overlapping patterns are shown in
Appendix A.
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Figure 1: The overall structure of PRGC. Given a sentence S, PRGC predicts a subset of potential relations
RP°t and a global correspondence M which indicates the alignment between subjects and objects. Then for
each potential relation, a relation-specific sentence representation is constructed for sequence tagging. Finally we
enumerate all possible subject-object pairs and get four candidate triples for this particular example, but only two
triples are left (marked red) after applying the constraint of global correspondence.

novel tagging scheme that unified the role of the
entity and the relation between entities in the anno-
tations, thus the joint extraction task was converted
to a sequence labeling task but it failed to solve
the overlapping problems. Bekoulis et al. (2018)
proposed to first extract all candidate entities, then
predict the relation of every entity pair as a multi-
head selection problem, which shared parameters
but did not decode jointly. Nayak and Ng (2020)
employed an encoder-decoder architecture and a
pointer network based decoding approach where
an entire triple was generated at each time step.

To handle the problems mentioned above, Wei
et al. (2020) presented a cascade framework, which
first identified all possible subjects in a sentence,
then for each subject, applied span-based taggers to
identify the corresponding objects based on each re-
lation. This method leads to redundancy on relation
judgement, and is not robust due to the span-based
scheme on entity extraction. Meanwhile, the align-
ment scheme of subjects and objects limits its paral-
lelization. In order to represent the relation of triple
explicitly, Yuan et al. (2020) presented a relation-
specific attention to assign different weights to the
words in context under each relation, but it ap-
plied a naive heuristic nearest neighbor principle to
combine the entity pairs which means the nearest
subject and object entities will be combined into
a triple. This is obviously not in accordance with
intuition and fact. Meanwhile, it is also redundant

on relation judgement. The state-of-the-art method
named TPLinker (Wang et al., 2020a) employs a to-
ken pair linking scheme which performs two O(n?)
matrix operations for extracting entities and align-
ing subjects with objects under each relation of a
sentence, causing extreme redundancy on relation
judgement and complexity on subject-object align-
ment, respectively. And it also suffers from the
disadvantage of span-based extraction scheme.

3 Method

In this section, we first introduce our perspective
of relational triple extraction task with a principled
problem definition, then elaborate each component
of the PRGC model. An overview illustration of
PRGC is shown in Figure 1.

3.1 Problem Definition

The input is a sentence S = {x1, z9, ..., x,, } With
n tokens. The desired outputs are relational triples
as T'(S) = {(s,r,0)|s,0 € E,r € R}, where £
and R are the entity and relation sets, respectively.
In this paper, the problem is decomposed into three
subtasks:

Relation Judgement For the given sentence .S,
this subtask predicts potential relations it con-
tains. The output of this task is Y,.(S) =
{r1,r9,...,rm|ri € R}, where m is the size of
potential relation subset.
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Entity Extraction For the given sentence S and
a predicted potential relation 7;, this subtask iden-
tifies the tag of each token with BIO (i.e., Begin,
Inside and Outside) tag scheme (Tjong Kim Sang
and Veenstra, 1999; Ratinov and Roth, 2009). Let
t; denote the tag. The output of this task is
Y;(S, ’l“z"’l“i € R) = {tl,tz, ...,tn}.

Subject-object Alignment For the given sen-
tence S, this subtask predicts the correspondence
score between the start tokens of subjects and ob-
jects. That means only the pair of start tokens of a
true triple has a high score, while the other token
pairs have a low score. Let M denote the global
correspondence matrix. The output of this task is
Ys(S) =M e R™*™.

3.2 PRGC Encoder

The output of PRGC Encoder is Ye,.(S) =
{h1,ha,...,hn|h; € R}, where d is the em-
bedding dimension, and n is the number of tokens.
We use a pre-trained BERT model* (Devlin et al.,
2019) to encode the input sentence for a fair com-
parison, but theoretically it can be extended to other
encoders, such as Glove (Pennington et al., 2014)
and RoBERTa (Liu et al., 2019).

3.3 PRGC Decoder

In this section, we describe the instantiation of
PRGC decoder that consists of three components.

3.3.1 Potential Relation Prediction

This component is shown as the orange box in
Figure 1 where RP% is the potential relations. Dif-
ferent from previous works (Wei et al., 2020; Yuan
et al., 2020; Wang et al., 2020a) which redundantly
perform entity extraction to every relation, given
a sentence, we first predict a subset of potential
relations that possibly exist in the sentence, and
then the entity extraction only needs to be applied
to these potential relations. Given the embedding
h € R™"*? of a sentence with n tokens, each ele-
ment of this component is obtained as:

h"’? = Avgpool(h) € R**!

1
P?"el = O_(tha'ug + b'p) ( )

where Avgpool is the average pooling operation
(Lin et al., 2014), W,. € R%*1 is a trainable weight
and o denotes the sigmoid function.

“Please refer to the original paper (Devlin et al., 2019) for
detailed descriptions.

We model it as a multi-label binary classifica-
tion task, and the corresponding relation will be
assigned with tag 1 if the probability exceeds a cer-
tain threshold A; or with tag O otherwise (as shown
in Figure 1), so next we just need to apply the
relation-specific sequence tagging to the predicted
relations rather than all relations.

3.3.2 Relation-Specific Sequence Tagging

As shown in Figure 1, we obtain several relation-
specific sentence representations of potential rela-
tions described in Section 3.3.1. Then, we perform
two sequence tagging operations to extract subjects
and objects, respectively. The reason why we ex-
tract subjects and objects separately is to handle the
special overlapping pattern named Subject Object
Overlap (SOO). We can also simplify it to one se-
quence tagging operation with two types of entities
if there are no SOO patterns in the dataset.’

For the sake of simplicity and fairness, we aban-
don the traditional LSTM-CRF (Panchendrarajan
and Amaresan, 2018) network but adopt the sim-
ple fully connected neural network. Detailed op-
erations of this component on each token are as
follows:

P} = Softmaz(W s (hi + 1) + baus) )

Pf}}j = Softmaz(Wp;(h; +u;) + bobj)
where u; € R*1 is the j-th relation representation
in a trainable embedding matrix U € R?*" where
n, is the size of full relation set, h; € R%*! is
the encoded representation of the i-th token, and
Wun, Wepj € R%%3 are trainable weights where
the size of tag set {B, I, O} is 3.

3.3.3 Global Correspondence

After sequence tagging, we acquire all possible
subjects and objects with respect to a relation of
the sentence, then we use a global correspondence
matrix to determine the correct pairs of the sub-
jects and objects. It should be noted that the global
correspondence matrix can be learned simultane-
ously with potential relation prediction since it is
independent of relations. The detailed process is as
follows: first we enumerate all the possible subject-
object pairs; then we check the corresponding score
in the global matrix for each pair, retain it if the
value exceeds a certain threshold Ay or filter it out
otherwise.

SFor example, the SOO pattern is rare in the NYT (Riedel
et al., 2010) dataset.
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#Sentences

Details of test set

Dataset

Train  Valid Test Normal SEO EPO SOO N =1 N >1 #Triples #Relations
NYT* 56,195 4,999 5,000 3,266 1,297 978 45 3,244 1,756 8,110 24
WebNLG* 5,019 500 703 245 457 26 84 266 437 1,591 171
NYT 56,196 5,000 5,000 3,071 1,273 1,168 117 3,089 1911 8,616 24
WebNLG 5,019 500 703 239 448 6 85 256 447 1,607 216

Table 2: Statistics of datasets used in our experiments where [V is the number of triples in a sentence. Note that
one sentence can have SEO, EPO and SOO overlapping patterns simultaneously, and the relation set of WebNLG

is bigger than WebNLG*.

As shown in the green matrix M in Figure 1,
given a sentence with n tokens, the shape of global
correspondence matrix will be R"*". Each ele-
ment of this matrix is about the start position of a
paired subject and object, which represents the con-
fidence level of a subject-object pair, the higher the
value, the higher the confidence level that the pair
belongs to a triple. For example, the value about
“Tom” and “Jerry” at row 1, column 3 will be high
if they are in a correct triple such as “(7Tom, like,
Jerry)”. The value of each element in the matrix is
obtained as follows:

Piruprion; = 0(Wo[hi**; %] +by) 3)

where h34?, hjbj € R are the encoded represen-
tation of the i-th token and j-th token in the input
sentence forming a potential pair of subject and
object, W, € R24x1 is a trainable weight, and o
is the sigmoid function.

3.4 Training Strategy

We train the model jointly, optimize the combined
objective function during training time and share
the parameters of the PRGC encoder. The total loss
can be divided into three parts as follows:

1
Lrel = o ;(yz log Prei + (1 — ;) log (1 — Prer))
4

npot

! pot Z TZ Z y’i,j log Pf,j

L"se =
q 2
X X te{sub,obj} j=1 1=1

% Z Z(yzj log Pi 500

i=1 j=1 (6)
+ (1 =yi;)log (1= Piy.5005))
where n, is the size of full relation set and n2" is

the size of potential relation subset of the sentence.
The total loss is the sum of these three parts,

Ltotal = aﬁv'el + /B‘C«seq + ’Y['global- (7)

£global = -

Performance might be better by carefully tuning the
weight of each sub-loss, but we just assign equal
weights for simplicity (i.e., a = 8 =y = 1).

4 Experiments

4.1 Datasets and Experimental Settings

For fair and comprehensive comparison, we fol-
low Yu et al. (2019) and Wang et al. (2020a) to
evaluate our model on two public datasets NYT
(Riedel et al., 2010) and WebNLG (Gardent et al.,
2017), both of which have two versions, respec-
tively. We denote the different versions as NYT#*,
NYT and WebNLG*, WebNLG. Note that NYT*
and WebNLG* annotate the last word of entities,
while NYT and WebNLG annotate the whole entity
span. The statistics of the datasets are described
in Table 2. Following Wei et al. (2020), we fur-
ther characterize the test set w.r.t. the overlapping
patterns and the number of triples per sentence.

Following prior works mentioned above, an ex-
tracted relational triple is regarded as correct only
if it is an exact match with ground truth, which
means the last word of entities or the whole en-
tity span (depending on the annotation protocol)
of both subject and object and the relation are all
correct. Meanwhile, we report the standard micro
Precision (Prec.), Recall (Rec.) and F1-score for
all the baselines. The implementation details are
shown in Appendix B.

We compare PRGC with eight strong baseline
models and the state-of-the-art models CasRel (Wei
et al., 2020) and TPLinker (Wang et al., 2020a).
All the experimental results of the baseline models
are directly taken from Wang et al. (2020a) unless
specified.

4.2 Experimental Results

In this section, we present the overall results and
the results of complex scenarios, while the results
on different subtasks corresponding to different
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Model NYT* WebNLG* NYT WebNLG
Prec. Rec. Fl Prec. Rec. Fl1 Prec. Rec. F1 Prec. Rec. Fl
NovelTagging (Zheng et al., 2017) - - - - - - 328 30.6 31.7 525 193 283
CopyRE (Zeng et al., 2018) 61.0 56.6 58.7 3777 364 37.1 - - - - - -
MultiHead (Bekoulis et al., 2018) - - - - - - 60.7 58.6 59.6 575 54.1 557
GraphRel (Fu et al., 2019) 639 60.0 619 447 41.1 429 - - - - - -
OrderCopyRE (Zeng et al., 2019) 779 672 721 633 599 61.6 - - - - - -
ETL-span (Yu et al., 2019) 849 723 78.1 840 915 87.6 855 71.7 780 843 82.0 83.1
WDec (Nayak and Ng, 2020) 945 762 844 - - - - - - - - -
RSANT (Yuan et al., 2020) - - - - - - 857 836 846 805 838 821
CasRel gandom t (Wei et al., 2020) 81.5 757 785 847 795 820 - - - - - -
CasRelpprri (Wei et al., 2020) 89.7 895 89.6 934 90.1 918 - - - - - -
TPLinkerggrri (Wang et al., 2020a) 91.3 92,5 919 91.8 920 919 914 92.6 92.0 889 84.5 86.7
PRGCRaundom 89.6 823 858 906 885 895 878 838 858 825 792 808
PRGCpgrr 933 919 926 94.0 921 93.0 935 919 927 899 872 885

Table 3: Comparison (%) of the proposed PRGC method with the prior works. Bold marks the highest score,
underline marks the second best score and { marks the results reported by the original papers.

Model Normal SEO EPO SOO
OrderCopyRE ~ 71.2 694 728 -
. | ETL-Span 88.5 87.6 60.3 -
; CasRel 873 914 920 77.0§
“ TPLinker 90.1 934 940 90.1§
PRGC 91.0 940 945 818
OrderCopyRE ~ 65.4 60.1 674 -
& | ETL-Span 873 915 805 -
% CasRel 894 922 947 904§
2 | TPLinker 879 925 953 86.0§
PRGC 904 936 959 94.6

Table 4: Fl-score (%) of sentences with different over-
lapping patterns. Bold marks the highest score and §
marks results obtained by official implementations.

components in our model are described in Ap-
pendix C.

4.2.1 Overall Results

Table 3 shows the results of our model against other
baseline methods on four datasets. Our PRGC
method outperforms them in respect of almost all
evaluation metrics even if compared with the recent
strongest baseline (Wang et al., 2020a) which is
quite complicated.

At the same time, we implement PRGC ggndom
to validate the utility of our PRGC decoder, where
all parameters of the encoder BERT are randomly
initialized. The performance of PRGCgrundom
demonstrates that our decoder framework (which
obtains 7% improvements than CasRel ryndom) 1S
still more competitive and robust than others even

Model N=1 N=2 N=3 N=4 N2>5
OrderCopyRE  71.7 72.6 72.5 71.9 45.9
. | ETL-Span 885 821 747 756 769
£ | CasRel 882 903 919 942 837
“| TPLinker 900 928 931 961  90.0
PRGC 9.1 930 935 955  93.0
OrderCopyRE 634 622 644 572 557
& | ETL-Span 821 865 914 895 9Ll
%‘ CasRel 893 908 942 924 909
& | TPLinker 880 901 946 933 916
PRGC 899 916 950 948 928

Table 5: Fl-score (%) of sentences with different num-
bers of triples where N is the number of triples in a
sentence. Bold marks the highest score.

without taking advantage of the pre-trained BERT
language model.

It is important to note that even though
TPLinkergpprr has more parameters than
CasRelppRrr, it only obtains 0.1% improvements
on the WebNLG* dataset, and the authors
attributed this to problems with the dataset itself.
However, our model achieves a 10x improvements
than TPLinker on the WebNLG* dataset and a
significant promotion on the WebNLG dataset. The
reason behind this is that the relation judgement
component of our model greatly reduces redundant
relations particularly in the versions of WebNLG
which contain hundreds of relations. In other
words, the reduction in negative relations provides
an additional boost compared to the models that
perform entity extraction under every relation.
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Dataset Model Complexity FLOPs M) Paramsge.oqer Inference Time (1/24) FI1-Score
CasRel O(kn) — O(n?) 15.05 75,362 242/ - 89.6

NYT* TPLinker O(kn?) 1105.92 110,736 38.8/7.7 91.9
PRGC 0(n?) 32.60 66,085 13.5/4.4 92.6
CasRel O(kn?) 105.37 527,534 30.5/- 91.8

WebNLG* TPLinker 0O(n?) 7879.68 788,994 41.7/13.2 91.9
PRGC O(n?) 33.75 409,534 14.4/5.2 93.0

Table 6: Comparison of model efficiency on both NYT* and WebNLG* datasets. Results except F1-score (%)
of other methods are obtained by the official implementation with default configuration, and bold marks the best
result. Complexity are the computation complexity, FLOPs and Paramsgecoq4¢, are both calculated on the decoder,
and we measure the inference time (ms) with the batch size of 1 and 24, respectively.

4.2.2 Detailed Results on Complex Scenarios

Following previous works (Wei et al., 2020; Yuan
et al., 2020; Wang et al., 2020a), to verify the ca-
pability of our model in handling different overlap-
ping patterns and sentences with different numbers
of triples, we conduct further experiments on NYT*
and WebNLG* datasets.

As shown in Table 4, our model exceeds all
the baselines in all overlapping patterns in both
datasets except the SOO pattern in the NYT*
dataset. Actually, the observation on the latter sce-
nario is not reliable due to the very low percentage
of SOO in NYT* (i.e., 45 out of 8,110 as shown in
Table 2). As shown in Table 5, the performance of
our model is better than others almost in every sub-
set regardless of the number of triples. In general,
these two further experiments adequately show the
advantages of our model in complex scenarios.

5 Analysis
5.1 Model Efficiency

Epoch: 24, F1: 0.913

Epoch: 12, F1: 0.869

0.8

=4
Y
1

F1-score
o
=
f

0.2

—— PRGC
TPLinker
—— CasRel

Epoch: 12, F1: 0.0
0.0 °

0 5 10 15 20 25 30

Figure 2: Fl1-score with respect to the epoch number
on the WebNLG* validation set of different methods.
Results of CasRel and TPLinker are obtained by the
official implementation with default configuration.

As shown in Table 6, we evaluate the model ef-

ficiency with respect to Complexity, floating point
operations (FLOPs) (Molchanov et al., 2017), pa-
rameters of the decoder (Params jecoder) and Infer-
ence Time® of CasRel, TPLinker and PRGC in two
datasets which have quite different characteristics
in the size of relation set, the average number of re-
lations per sentence and the average number of sub-
jects per sentence. All experiments are conducted
with the same hardware configuration. Because
the number of subjects in a sentence varies, it is
difficult for CasRel to predict objects in a heteroge-
neous batch, and it is restricted to set batch size to 1
in the official implementation (Wang et al., 2020a).
For the sake of fair comparison, we set batch size to
1 and 24 to verify the single-thread decoding speed
and parallel processing capability, respectively.
The results indicate that the single-thread de-
coding speed of PRGC is 2x as CasRel and 3x
as TPLinker, and our model is significantly better
than TPLinker in terms of parallel processing. Note
that the model efficiency of CasRel and TPLinker
decreases as the size of relation set increases but
our model is not affected by the size of relation
set, thus PRGC overwhelmingly outperforms both
models in terms of all the indicators of efficiency
in the WebNLG* dataset. Compared with the state-
of-the-art model TPLinker, PRGC is an order of
magnitude lower in Complexity and the FLOP:s is
even 200 times lower, thus PRGC has fewer param-
eters and obtains 3 x speedup in the inference phase
while the F1-score is improved by 1.1%. Even
though CasRel has lower Complexity and FLOPs
in the NYT* dataset, PRGC still has significant
advantages and obtains a 5x speedup in the in-
ference time and 3% improvements in F1-score.
Meanwhile, Figure 2 proves our advantage in con-
vergence rate. These all confirm the efficiency of

SThe FLOPs and Paramsgecoder are calculated via:
https://github.com/sovrasov/flops-counter.pytorch.
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Texts Ground Truth

Span-based Rel-Spec Sequence Tagging

A Fortress of Grey Ice is from
the United States. That
country has an ethnic group
called Asian Americans and
they speak English, same as in
Great Britain.

(Grey Ice,
States)
(United States, ethnicGrour
Asian Americans)

, United

(Grey Ice,
(United States,
(Grey Ice, ¢
(United States,

, United States)

, Asian Americans)
United States)3¢
), Asian Americans)

(Grey Ice, , United
States)
(United States, ethnicGroup,

Asian Americans)

Above the Veil is an
Australian novel and the
sequel to Aenir and Castle. It
was later followed by Into
Battle and The Violet Keystone.

(Above the Veil, precededby,
Aenir)

(Above the Veil, precededby, Aenir and Castle.
It was later followed by Into Battle and The

(Above the Veil, precededby,

Violet Keystone.)3¢ Aenir)

Figure 3: Case study for the ablation study of Rel-Spec Sequence Tagging. Examples are from WebNLG*, and
we supplement the whole entity span through WebNLG to facilitate viewing. The red cross marks bad cases, the
correct entities are in bold and the correct relations are colored.

our model.

5.2 Ablation Study

In this section, we conduct ablation experiments to
demonstrate the effectiveness of each component
in PRGC with results reported in Table 7.

Model Prec. Rec. Fl

PRGC 93.3 919 92.6

£.| -Potential Relation Prediction 91.5 91.7 91.6
; —Rel-Spec Sequence Tagging  63.8 91.7 75.2
—Global Correspondence 71.6 912 80.2

« | PRGC 940 921 93.0
8 —Potential Relation Prediction  80.0 88.2 83.9
% —Rel-Spec Sequence Tagging  33.2 91.3 48.7
= —Global Correspondence 559 91.6 694

Table 7: Ablation study of PRGC (%).

5.2.1 Effect of Potential Relation Prediction

We use each relation in the relation set to perform
sequence tagging when we remove the Potential
Relation Prediction component to avoid the ex-
posure bias. As shown in Table 7, the precision
significantly decreases without this component, be-
cause the number of predicted triples increases due
to relations not presented in the sentences, espe-
cially in the WebNLG* dataset where the size of
relation set is much bigger and brings tremendous
relation redundancy. Meanwhile, with the increase
of relation number in sentences, the training and in-
ference time increases three to four times. Through
this experiment, the validity of this component that
aims to predict a potential relation subset is proved,
which is not only beneficial to model accuracy, but
also to efficiency.

5.2.2 Effect of Rel-Spec Sequence Tagging

As a comparison for sequence tagging scheme, fol-
lowing Wei et al. (2020) and Wang et al. (2020a),
we perform binary classification to detect start

and end positions of an entity with the span-based
scheme. As shown in Table 7, span-based scheme
brings significant decline of performance.

Through the case study shown in Figure 3, we
observe that the span-based scheme tends to extract
long entities and identify the correct subject-object
pairs but ignore their relation. That is because
the model is inclined to remember the position
of an entity rather than understand the underlying
semantics. However, the sequence tagging scheme
used by PRGC performs well in both cases, and
experimental results prove that our tagging scheme
is more robust and generalizable.

5.2.3 Effect of Global Correspondence

For comparison, we exploit the heuristic nearest
neighbor principle to combine the subject-object
pairs which was used by Zheng et al. (2017) and
Yuan et al. (2020). As shown in Table 7, the pre-
cision also significantly decreases without Global
Correspondence, because the number of predicted
triples increases with many mismatched pairs when
the model loses the constraint imposed by this com-
ponent. This experiment proves that the Global
Correspondence component is effective and greatly
outperforms the heuristic nearest neighbor princi-
ple in the subject-object alignment task.

6 Conclusion

In this paper, we presented a brand-new perspec-
tive and introduced a novel joint relational extrac-
tion framework based on Potential Relation and
Global Correspondence, which greatly alleviates
the problems of redundant relation judgement, poor
generalization of span-based extraction and inef-
ficient subject-object alignment. Experimental re-
sults showed that our model achieved the state-
of-the-art performance in the public datasets and
successfully handled many complex scenarios with
higher efficiency.
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Appendix
A Overlapping Patterns

As shown in Figure 4, the Normal, SEO and
EPO patterns are usually mentioned in prior
works (Nayak and Ng, 2020; Wei et al., 2020; Yuan
et al., 2020; Wang et al., 2020a), and SOO is a spe-
cial pattern we identified and addressed.

Texts Triples

The [United States]
president [Joe Biden]
will visit [Beijing],

[China].

(United States,
president, Joe Biden)
(China, contains,
Beijing)

Normal

(LeBron James, Live in,
Los Angeles)
(Anthony Davis, Live in,
Los Angeles)

(Klay Thompson, born in,
Los Angeles)

[LeBron James] and
[Anthony Davis] live in
SEO [Los Angeles], and [Klay
Thompson] was born in

there.

(China, capital city,
Beijing)
(China, contains,
Beijing)

[Beijing] is the capital

EPO city of [China].

[[Lebron] James] is a
s00 good basketball player.

(Lebron James, first
name, Lebron)

Figure 4: Examples of the Normal, Single Entity Over-
lap (SEO), Entity Pair Overlap (EPO) and Subject Ob-
ject Overlap (SOO) patterns. The overlapping entities
are in bold.

B Implementation Details

We implement our model with PyTorch and opti-
mize the parameters by Adam (Kingma and Ba,
2015) with batch size of 64/6 for NYT/WebNLG.
The encoder learning rate for BERT is set as
5 x 107°, and the decoder learning rate is set as
0.001 in order to converge rapidly. We also conduct
weight decay (Loshchilov and Hutter, 2017) with a
rate of 0.01.

For fair comparison, we use the BERT-Base-
Cased English model’ as our encoder, and set the
max length of an input sentence to 100, which is
the same as previous works (Wei et al., 2020; Wang
et al., 2020a). Our experiments are conducted on
the workstation with an Intel Xeon E5 2.40 GHz
CPU, 128 GB memory, an NVIDIA Tesla V100
GPU, and CentOS 7.2. We train the model for
100 epochs and choose the last model. The per-
formance will be better if the higher the threshold
of Potential Relation Prediction (\1), but tuning
the threshold of Global Correspondence (A2) will
not help which is consistent with the analysis in
Appendix C.

? Available at https://huggingface.co/bert-base-cased.

C Results on Different Subtasks

To further verify the results of the three subtasks in
our new perspective and the performance of each
component in our model, we present more detailed
evaluations on NYT* and WebNLG* datasets in
Table 8.

NYT* WebNLG*

Subtask

Prec. Rec. Fl Prec. Rec. Fl
Relation Judgement 953 963 958 928 962 945
Entity Extraction (Subject) 81.2 955 87.8 694 963 80.7
Entity Extraction (Object)  82.8 95.8 88.8 72.1 957 822
Subject-object Alignment  94.0 923 93.1 96.0 934 94.7
Combination of Above All 933 919 92,6 94.0 92.1 93.0

Table 8: Evaluation (%) of different subtasks on the
NYT* and WebNLG* datasets. Each subtask corre-
sponds to a component in our model. Bold marks the
most important metric of each subtask.

Relation Judgement We evaluate outputs of the
Potential Relation Prediction component which are
potential relations contained in a sentence. Recall
is more important for this task because if a true
relation is missed, it will not be recovered in the
following steps. We get high recall in this task
and the results show that effectiveness of Potential
Relation Prediction component is not affected by
the size of relation set.

Entity Extraction This task is related to the
Relation-Specific Sequence Tagging component,
and we evaluate it as a Named Entity Recogni-
tion (NER) task with two types of entities: subjects
and objects. The predicted entities are from all
potential relations of a sentence, and recall is more
important for this task because most false negatives
can be filtered out by Subject-object Alignment.
Experimental results show that we extract almost
all correct entities, and it further proves that the
influence of the exposure bias is negligible.

Subject-object Alignment This task is related
to the Global Correspondence component, and we
just evaluate the entity pair in a triple and ignore the
relation. Both recall and precision are important
for this component, experimental results indicate
that our alignment scheme is useful but still can be
further improved, especially in the recall.

Overall, the combination of three components
in our model accomplishes the relational triple ex-
traction task with a fine-grained perspective, and
achieves better and solid results.
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