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Abstract

Unsupervised Domain Adaptation (UDA)
aims to transfer the knowledge of source do-
main to the unlabeled target domain. Exist-
ing methods typically require to learn to adapt
the target model by exploiting the source data
and sharing the network architecture across
domains. However, this pipeline makes the
source data risky and is inflexible for deploy-
ing the target model. This paper tackles
a novel setting where only a trained source
model is available and different network ar-
chitectures can be adapted for target domain
in terms of deployment environments. We
propose a generic framework named Cross-
domain Knowledge Distillation (CdKD) with-
out needing any source data. CdKD matches
the joint distributions between a trained source
model and a set of target data during dis-
tilling the knowledge from the source model
to the target domain. As a type of impor-
tant knowledge in the source domain, for
the first time, the gradient information is ex-
ploited to boost the transfer performance. Ex-
periments on cross-domain text classification
demonstrate that CdKD achieves superior per-
formance, which verifies the effectiveness in
this novel setting.

1 Introduction

Annotating sufficient training data is usually an
expensive and time-consuming work for diverse
application domains. Unsupervised Domain Adap-
tation (UDA) aims at solving this learning prob-
lem in the unlabeled target domain by utilizing the
abundant knowledge in an existing domain called
source domain, even when these domains may have
different distributions. This technique has moti-
vated research on cross-domain text classification
(Chen et al., 2019; Ye et al., 2020; Gururangan
et al., 2020). One of the important knowledge in
the source domain is the labels of samples. Cur-
rent methods mainly leverage the labeled source
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data and unlabeled target data to learn the domain-
invariant features (Tzeng et al., 2014; Ganin and
Lempitsky, 2015) and the discriminative features
(Saito et al., 2017; Ge et al., 2020) that are shared
across different domains.

Unfortunately, sometimes we are forbidden ac-
cess to the source data, which are distributed on
different devices and usually contain private infor-
mation, e.g., user profile. Existing methods cannot
solve the UDA problem without the source data yet.
In addition, it is necessary to adapt the target do-
main with a flexible network architecture different
from the source domain in terms of different de-
ployment requirements for different domains. But
most of works (Liang et al., 2020; Li et al., 2020)
are required to share the same network architecture
between different domains. In this paper, we pro-
pose a novel UDA setting: only a trained source
model and a set of unlabeled target data are pro-
vided, and the target model is allowed to have dif-
ferent network architectures with the trained source
model. It differs from the vanilla UDA in that a
trained source model instead of source data is pro-
vided as supervision to the unlabeled target domain
when learning to adapt the model. Such a setting
satisfies privacy policy and effective delivery, and
helps deploy the target model flexibly according to
the target application.

Our setting seems somewhat similar to Knowl-
edge Distillation (KD) (Hinton et al., 2015), where
a trained teacher model teaches a student model
with different architecture on the same task over
a set of unlabeled data. KD assumes that the em-
pirical distribution of the data used for training the
student model matches the distribution associated
with the trained teacher model. Nevertheless, in
our setting, the unlabeled data and teacher (source)
model have different distributions. One of simple
yet generic solution for our setting is to match the
distributions between source and target domains
under the process of distilling the knowledge. How-
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ever, it is quite challenging to reduce the shifts be-
tween a known distribution (e.g., a trained source
model) and the empirical distribution of data (e.g.,
target data). Prior methods minimize a distance
metric of domain discrepancy, such as Maximum
Mean Discrepancy (MMD) (Tzeng et al., 2014) to
match the distributions across domains in terms
of the source and target data. Unfortunately, the
empirical evaluation of these metrics is unavailable
since we cannot access the source data.

In this paper, we propose a generic frame-
work named Cross-domain Knowledge Distillation
(CdKD). Specifically, we define a Joint Kernelized
Stein Discrepancy (JKSD) that measures the largest
discrepancy over the Hilbert space of functions be-
tween empirical sample expectations of target do-
main and source distribution expectations. Inspired
by the works (Liu et al., 2016), the source distri-
bution expectations are being zero via the effect of
Stein operator such that we can evaluate the discrep-
ancy of joint distributions without any source data.
We embed JKSD criterion into deep network where
multi-view features including activations, gradients
and class probabilities in the source model are ex-
ploited to explore the domain-invariant and discrim-
inative features across domains. In addition, we
further maximize JKSD using adversarial strategy
where the multi-view features are integrated into
domain adaptation abundantly. Finally, CdKD is
learnt by joint optimizing both KD objective (Hin-
ton et al., 2015) and JKSD. The main contributions
are outlined as,

e We propose to investigate the problem of
UDA without needing source data by explor-
ing the distribution discrepancy between a
source model and a set of target data. We
adapt the target domain with different network
architecture flexibly in terms of different de-
ployment environments.

e For the first time, the gradient information of
the source domain is exploited to boost the
UDA performance. Mu et al. (2020) shows a
key intuition that per-sample gradients contain
task-relevant discriminative information.

e We experiment under two Amazon review
datasets for cross-domain text classification,
which demonstrates that CdKD still has ob-
vious performance advantage in all settings
though without needing any source data.

2 Related Work
2.1 Unsupervised Domain Adaptation (UDA)

UDA aims at learning a model which can gener-
alize across different domains following different
probability distributions. Existing works mainly fo-
cus on how to learn domain-invariant features and
discriminative features that are shared across differ-
ent domains. Moment Matching, e.g., Maximum
Mean Discrepancy (MMD) (Tzeng et al., 2014) and
adversarial learning (Ganin and Lempitsky, 2015)
are commonly used to learn domain-invariant fea-
tures by aligning the marginal distributions. To
learn discriminative features for UDA, self-training
methods (Saito et al., 2017; Zou et al., 2019) train
the target classifier in terms of the pseudo labels
of target data. These works committed to improve
the quality of pseudo labels including introduc-
ing mutual learning (Ge et al., 2020) and dual in-
formation maximization (Ye et al., 2020). The
other line of learning discriminative features is to
match the conditional distributions across domains
by aligning multiple domain-specific layers (Long
etal., 2017, 2018) or making an explicit hypothe-
sis between conditional distributions (Wang et al.,
2018; Yu et al., 2019; Fang et al., 2020). STN (Yao
et al., 2019) explores the class-conditional distribu-
tions to approximate the discrepancy between the
conditional distributions via Soft-MMD. The work
(Zhang et al., 2021) derives a novel criterion Con-
ditional Mean Discrepancy (CMD) to measure the
shifts between conditional distributions in tensor-
product Hilbert space directly.

However, these methods assume the target users
can access to the source data, which is unsafe and
sometimes unpractical since source data may be pri-
vate and decentralized. Therefore, the recent works
propose to generalize a target model over a set of
unlabeled target data only in terms of the supervi-
sion of a trained source model. SHOT (Liang et al.,
2020) learns the target-specific feature extraction
module by using both information maximization
and self-training strategy. Li et al. (2020) improve
the target model through target-style data based on
generative adversarial network (GAN) where the
GAN and the target model are collaborated without
source data. Unfortunately, they require that the
target model must share the same network architec-
ture with the source model. Meanwhile, multi-view
features in the source model including activation
and gradient are not exploited which also contribute
most to the domain adaptation.
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Figure 1: The proposed CdKD framework for UDA without source data.

2.2 Knowledge Distillation (KD)

KD transfers the knowledge from a cumbersome
model to a small model that is more suitable for
deployment (Hinton et al., 2015). The general tech-
nique of KD involves using a teacher-student strat-
egy, where a large deep teacher model trained for
a given task teaches shallower student model on
the same task (Yim et al., 2017; Chen et al., 2018).
The teacher and student models are trained based
on the same data. These KD methods make an as-
sumption that the training data and the distribution
associated with the teacher model are independent
and identically distributed. However, sometimes
we are required to train a student model in a new
domain that the teacher model is not familiar, i.e,
the domain shifts exist between the new domain
and the domain that the teacher model is trained.
The proposed CdKD is able to relieve the domain
shifts adaptively during distilling the knowledge.

3 Methodology

We address the unsupervised domain adaptation
(UDA) task with only a trained source model and
without access to source data. We consider K-way
classification. Formally, in this novel setting, we
are given a trained source model f; : X — Y
and a target domain D; = {x;}/”; C X with m
unlabeled samples. Here, the goal of Cross-domain
Knowledge Distillation (CdKD) is to learn a target
model f; : X — Y and infer {y;}",, with only
D; and f, available. The target model f; is allowed
to have different network architecture with f;.
CdKD is a special KD which consists of a trained
teacher model fs, a student model f; and unla-
beled data D; as well. But it differs from KD in
that the empirical distribution of D; don’t match

the distribution associated with the trained model
fs. Therefore, it is necessary to introduce distri-
bution adaptation to eliminate the biases between
the source and target domains during distilling the
knowledge. Specifically, as shown in Figure 1(a),
we first introduce KD to distill the knowledge to
the target domain in terms of the class probabili-
ties produced by the source model f;. Then, we
introduce a novel criterion JKSD to match the joint
distributions across domains by evaluating the shift
between a known distribution and a set of data.
This is the first work to explore the distribution
discrepancy between a model and a set of data in
UDA task.

3.1 Distilling Knowledge to Target Domain

Given a target sample x € D, the target model
ft + X — Y produces class probabilities by us-
ing a “softmax” output layer that converts the log-
its p = (p1,- -+ ,pK) into a probability f;(x) =
(a1, ,aK),

L _epln/T)
C Y exp(ps/T)

where 7' is a temperature used for generating
“softer” class probabilities. We optimize the target
model f; by minimizing the following objective for
knowledge distillation,

Lip === 3" £ log fitx) (1)

x€Dy

In our paper, the setting of temperature follows the
work (Hinton et al., 2015): a high temperature 7" is
adopted to compute f;(x) during training, but after
it has been trained it uses a temperature of 1.
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3.2 Joint Kernelized Stein Discrepancy

In traditional UDA setting, Joint Maximum Mean
Discrepancy (JMMD) (Long et al., 2017) has been
applied to measure the discrepancy in joint distribu-
tions of different domains, and it can be estimated
empirically using finite samples of source and tar-
get domains. Specifically, suppose k£ : X x X — R
and [ : Y x )Y — R are the positive definite ker-
nels with feature maps ¢(-) : X — % and ¥(-) :
Y — ¢ for domains of X and Y, respectively that
corresponds to reproducing kernel Hilbert space
(RKHS) .Z and 4. Let CYy : &4 +— 7 be the
uncentered cross covariance operator that be de-
fined as CXy = E(xy)~p[¢(x) ® 1¥(y)]. IMMD
measures the shifts in joint distributions P(X,Y)
and Q(X,Y) by

J(P,Q) = fgg”g% Eq(f(x)g(y)) —Ep(f(x)9(y))

=[c%y — Ry llray

where H is a unit ball in # ® 4.

In our setting, unfortunately, the empirical esti-
mation of JMMD is unavailable since we cannot
access the source data D, directly (The empirical
estimation of JMMD is in Appendix A.1). Ker-
nelized stein discrepancy (KSD) as a statistical
test for goodness-of-fit can test whether a set of
samples are generated from a marginal probability
(Chwialkowski et al., 2016; Liu et al., 2016). In-
spired by KSD, we introduce Joint KSD (JKSD) to
evaluate the discrepancy between a known distri-
bution P(X,Y) and a set of data Q = {x;,y;}",
obtained from a distribution Q(X,Y).

Assume the dimension of X is d (X = R%), i.e.,

X = (21, ,24),Vx € X. We denote by .Z? =
F x -+ Z the Hilbert space of d x 1 vector-valued
functions f = {f1,- -, fa} with f; € %, and with

an inner product (f, f') za = Z?:1 (fis [i) & for
f' € F? We begin by defining a Stein operator
Ap : Fi o9 — Fix9 acting on functions
feFlandge¥

(Apf@g)(x,y) = 9(y) ( Vxf(x)
+f(x)Vxlog P(x,y))" 14

VxP(x,y) dx1
Py € BT

Vxf(x) = (af;lx(lx),-~- , 8’(;2(;)) e R¥™! for x =
(r1,--+,x4) and 14 is a d x 1 vector with all ele-
ments equal to 1. The expectation of Stein operator
Ap over the distribution P is equal to 0

Ep(Apf®g)(x,y) =0 3)

2)

where Vylog P(x,y) =

which can be proved easily by (Chwialkowski et al.,
2016, Lemma 5.1). The Stein operator Ap can
be expressed by defining a function &, over the
space .Z% ® ¢ that depends on gradients of the
log-distribution and the kernel,

Exy =Vxd(x) @ ¢(y)
+(Vxlog P(x,y))p(x) ® ¥(y)
Thus, (Apf ® g)(x,y) can be presented as an in-
ner product, i.e., (f ® g, Eay) pagy- NOW, we can
define JKSD and express it in the RKHS by re-

placing the term f(x)g(y) in J(P, Q) as our Stein
operator,

S(PvQ) =

“4)

sup Eq(Apf ®g)(x,y)
fogeH’

—Ep(Apf ® 9)(x,y)
=supEq(Arf ®g)(x,y)
=sup(f ®g, EQfxy>9d®g
=Eqéxy | 7agy

where H’ is a unit ball in .#¢ ® ¢. This makes
it clear why Eq. 3 is a desirable property: we
can compute S(P, Q) by computing the Hilbert-
Schmidt norm [|[Egé&xy ||, without need to access
the data obtained from P.

We can empirically estimate S?(P, Q) based on
the known probability P and finite samples Q =
{(xi,y:)}"1 ~ Q(X,Y) in term of kernel tricks
as follows,

S2(P,Q) = %tr(VQKL +2YL+ QL) (5)

(VQK)LJ' = <in¢(Xi)7 vx‘7¢(xj)>gd
Yij = (Vxk(xi,x;))  Vy, log P(x;,y;)

Qi j = k(xi,x;) (in log P(x;,y;) "

V; log P(x;, yj))
where L = {l(y;,y;)} is the kernel gram matrix,
(Vi (x), Voo () a = Sy 5D all the
matrices V2K, YT, Q and L are in R™*™_ and
tr(M) is the trace of the matrix M. (Refer to Ap-
pendix A.2 for detail.)

In our experiments, we adopt Gaussian ker-
nel k(x1,x2) = eXp(—%Hxl — x2||?) where its
derivative Vy, k(x1,x2) € R? and (V2K); ; € R
can be computed numerically,

Vi, k(x1,%2) = k(x1,%2) (—;(Xl - X2)>

2d 4||X1 — X2||2
2 _
(V°K);j = k(x1,x2) <02 - o
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Remark. Based on the virtue of goodness-fit test
theory, we will have S(P, () = 0 if and only if
P = @ (Chwialkowski et al., 2016). Instead of
applying uniform weights as MMD does, JKSD
applies non-uniform weights §3; ;,

S2(P,Q) = Z Bijl(yi,y5)
2%

where 3, j = (V2K +2Y +Q); ; is, in turn, deter-
mined by the activation-based and gradient-based
features of the known probability P. JKSD com-
putes a dynamic weight /3; ; to decide whether the
sample ¢ shares the same label with other sample j
in the target domain. Different from cluster-based
methods (Liang et al., 2020), JKSD assigns each
sample a label according to all the data in the target
domain instead of the centroid of each category.
The computation of centroid severely suffers from
the noise due to the domain shifts. In contrast,
our solution is more suitable for UDA because we
avoid to use the untrusted intermediate results (i.e.,
the centroid of each category) to infer the labels.

3.3 Training

The pipeline of our CAKD framework is shown in
Figure 1(b). The source model parameterized by a
DNN consists of two modules: a feature extractor
T, : X — Z%and a classifier G5 : Z° — ), i.e.,
fs(x) = G5(Ts(x)). The target model f; = T30G,
also has two modules where we use parallel nota-
tions T3(;07) : X — Z'and Gi(+;0) : 2t — Y
for target model. Note here in our experiments, the
dimension of the latent representations of source
model is set equal to the target model, i.e., Z° =
Zt = R4, The extractors T and 7 are allowed to
adopt different network architectures.

The input space X is usually highly sparse
where the kernel function cannot capture suffi-
cient features to measure the similarity. There-
fore, we evaluate JKSD based on latent represen-
tations of target samples, ie., Q = {(z,y)|z =
Ti(x),y = Gi(z),x € Dt} ~ Q(Z,Y). In Eq.
5, it is required to evaluate the joint probability
P(Y =y,Z = z) = p(y|z)p(z) over a sample
(z,y) obtained from (. The probability p(y|z)
that the sample follows conditional distribution of
the source domain P(Y|Z) can be evaluated as
p(y|z) = y' Gs(z). Similarly, the term p(z) rep-
resents the probability that the target representation
z follows the marginal distribution P(Z) of the
source domain. Since we cannot access the source

marginal distribution directly, we approximate it
by evaluating the cosine similarity of the represen-
tations outputted from the source model and target
model, i.e.,

1 1
p(z) = = cos(z, Ts(x)) + =

2 2
where x = Tt_l(z) is the sample corresponding to
z for any z € (). Formally, the term V, log P(z,y)
in Eq. 5 can be computed as

V. IOg P(Zv y) = yTVst(Z) +

1
p(y|z)

where V,G(z) € RE*? is a Jacobian matrix of
the target latent representation with respect to the
source classifier G.

We propose to train the target model f; by jointly
distilling the knowledge from the source domain
and reducing the shifts in the joint distributions via
JKSD,

min Lxp 4 uS*(P,Q)
(e

where 1 > 0 is a tradeoff parameter for JKSD.

In order to maximize the test power of JKSD, we
require the class of functions h € .Z%®% to be rich
enough. Meanwhile, kernel-based metrics usually
suffer from vanishing gradients for low-bandwidth
kernels. We are enlightened by (Long et al., 2017)
which introduces the adversarial training to circum-
vent these issues. Specifically, we multiple fully
connected layers U and V parameterized by 0y
and 6y to JKSD, i.e., k(x;,x;) and I(y;,y;) are
replaced as k(U (x;), U(x;)) and I(V (y;), V(y;))
in Eq. 5. We maximize JKSD with respect to
the new parameters 6;; and 6y to maximize the
test power of JKSD such that the samples in the
target domain are made more discriminative by
abundantly exploiting the activation and gradient
features in the source domain. As shown in Figure
1(c), the target model f; can be optimized by the
following adversarial objective,

min max Lgp + MS'Q(P, Q) (6)

0r,0c 0u,0v
4 Experiments

4.1 Setup

To testify its versatility, we evaluate the proposed
model in two tasks including UDA and knowledge
distillation.
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Table 1: Classification accuracy (%) on Amazon-Feature dataset using MLP Extractor.

Models D—-B E—-B K—»B B—D E—=D D—E B—K E—K Avg

Source Only 71.8 69.4 69.5 78.1 69.3 75.9 77.6 81.1 74.1

Train on Target 81.7 81.7 81.7 823 823 85.5 85.8 858 834
TCA (Pan et al., 2010) 62.2 59.5 64.0 62.4 62.7 66.3 65.1 73.8 645
BDA (Wang et al., 2017) 62.7 58.7 62.5 64.3 62.1 67.0 63.4 745 644
GFK (Gong et al., 2012) 66.5 63.0 65.5 66.3 63.4 64.0 69.2 733 664
DDC (Tzeng et al., 2014) 77.7 74.8 73.1 79.6 77.8 80.3 78.5 835 782
RevGrad (Ganin and Lempitsky, 2015) 76.9 74.7 74.7 80.2 76.1 79.4 79.3 84.1 782
DAAN (Yu et al., 2019) 78.4 70.9 68.5 77.0 75.5 77.3 78.7 84.0 763
SHOT (Liang et al., 2020) 75.1 75.2 75.3 81.1 76.0 79.0 80.6 84.7 784
KD (1 = 0.0) 71.9 70.7 72.7 78.7 65.0 80.6 80.5 823 753

Our method 77.0 74.6 76.1 80.8 77.2 81.8 82.5 83.6 79.2

Amazon-Review! is a benchmark dataset for do-
main adaptation in text classification task. Two
versions of Amazon Review datasets are used to
evaluate models. The work provides a simplified
Amazon-Review dataset (Amazon-Feature) col-
lected from four distinct domains: Books (B), DVD
(D), Electronics (E) and Kitchen (K). Each domain
comprises 4,000 samples with 400d feature rep-
resentations and 2 categories (positive and nega-
tive). Zhang et al. (2021) collected a larger dataset
called Amazon-Text from Amazon-Review with
the same domains in Amazon-Feature to test the
model performance for large-scale transfer learning.
The review texts are divided into two categories ac-
cording to user rating, i.e., positive (5 stars) and
negative (1 star). There are 10,000 original review
texts in each category and 20,000 texts in each do-
main. The notation S—T represents the transfer
learning from the source domain S to the target
domain T.

Baselines. For the bulk of experiments the fol-
lowing baselines are evaluated. The Source-Only
model is trained only over source domain and tested
over target-domain data while Train-on-Target
model is trained and tested over target-domain data
directly. We compare with conventional domain
adaptation methods: Transfer Component Analysis
(TCA) (Pan et al., 2010), Balanced Distribution
Adaptation (BDA) (Wang et al., 2017), Geodesic
Flow Kernel (GFK) (Gong et al., 2012), Deep
Domain Confusion (DDC) (Tzeng et al., 2014),
Domain Adversarial Neural Networks (RevGrad)
(Ganin and Lempitsky, 2015) and Dynamic Ad-
versarial Adaptation Network (DAAN) (Yu et al.,
2019). We compare with SHOT (Liang et al.,
2020) for the UDA task without the source data.

"http://jmcauley.ucsd.edu/data/amazon/

We also compare with the knowledge distillation
method (KD) (Hinton et al., 2015) in our setting.

In our experiments, three different extractors are
selected. For Amazon-Feature dataset, the extrac-
tor is simply modeled as a typical 3-layer fully
connected network (MLP) to transform 400d in-
puts into 50d latent feature vectors. Two types of
networks are leveraged for Amazon-Text dataset to
encode the original review texts, i.e., TextCNN and
BertGRU. TextCNN (Kim, 2014) is a text convo-
lutional network that consists of 150 convolutional
filters with 3 different window sizes. We also eval-
uate the performance of cross-domain text classifi-
cation on a pre-trained language model, i.e., BERT
(Devlin et al., 2019). We freeze BERT model and
construct a 2-layer bi-directional GRU (Cho et al.,
2014) to learn from the representations produced by
BERT. The classifier is modeled as a 2-layer fully
connected network for all the settings. For CdKD,
we consider to learn the source model f; by min-
imizing the standard cross-entropy loss. We ran-
domly specify a 0.7/0.3 split in the source dataset
and generate the optimal source model based on the
validation split. U and V' are modeled as weight
matrices.

We implement all deep methods based on Py-
torch framework, and BERT model is implemented
and pre-trained by pytorch-transformers®>. We
adopt Gaussian kernel with bandwidth set to me-
dian pairwise squared distances on the training
data (Gretton et al., 2012). The temperature T'
is set to 10 during training. We use AdamW op-
timizer (Loshchilov and Hutter, 2019) with batch
size of 128 and the learning rate annealing strat-
egy in (Long et al., 2017): it is adjusted dur-
ing back propagation using the following formula:

https://github.com/huggingface/
transformers
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Table 2: Classification accuracy (%) on Amazon-Text dataset using TextCNN and BertGRU Extractors.

Models E—-B K—»B B—D E—=D K—=D B—E D—E D—K Avg
Using TextCNN as Extractor
Source Only 68.7 69.7 81.2 75.8 70.3 68.7 62.8 649 70.3
Train on Target 83.7 83.7 89.1 89.1 89.1 85.4 85.4 855 864
DDC (Tzeng et al., 2014) 69.6 69.9 82.0 76.8 76.5 72.5 70.2 634 72.6
RevGrad (Ganin and Lempitsky, 2015) 71.7 72.0 81.9 78.5 68.8 70.2 69.2 69.4 727
DAAN (Yu et al., 2019) 73.3 71.1 83.0 76.1 73.1 73.5 70.9 71.1  74.0
SHOT (Liang et al., 2020) 72.4 72.1 81.9 74.0 77.2 72.8 73.3 725 745
KD (= 0.0) 71.7 70.0 80.9 73.8 74.7 75.2 65.6 67.1 724
Our method 74.0 72.7 83.2 76.6 76.3 77.0 75.0 743 76.1
Using BertGRU as Extractor
Source Only 85.1 85.1 91.6 88.6 89.5 85.0 84.6 84.3 86.7
Train on Target 93.2 93.2 94.9 94.9 94.9 92.6 92.6 944 938
DDC (Tzeng et al., 2014) 87.8 86.6 92.2 91.2 90.9 87.3 87.0 874 88.8
RevGrad (Ganin and Lempitsky, 2015) 87.5 83.7 92.7 90.5 88.2 85.0 87.2 86.6 87.7
DAAN (Yu et al., 2019) 88.7 85.7 92.0 89.8 90.4 85.5 86.6 88.8 884
SHOT (Liang et al., 2020) 86.5 87.2 91.9 90.0 89.3 87.2 86.0 859 88.0
KD (¢ = 0.0) 85.6 87.0 92.2 90.1 90.1 86.6 87.2 86.3 88.1
Our method 87.8 88.0 92.8 90.4 91.8 87.6 87.8 87.2 89.2
Table 3: Classification accuracy (%) on knowledge distillation task.

Models E—+B K—+B B—=D E—-D K—=D B—=E D—=E D—=K Avg
TextCNN 69.5 67.4 79.7 72.9 71.2 70.2 64.6 65.5 70.1
BertGRU 83.8 84.4 91.3 87.0 88.6 84.8 79.1 79.7 84.8

KD (Hinton et al., 2015) 83.1 81.8 87.0 86.3 85.8 82.6 78.5 78.2 829
CdKD (our) 83.8 83.5 87.9 86.7 86.6 83.9 82.3 81.8 84.6

Np = (HJ)W where p is the training progress
linearly changing from O to 1 and 7 is set to 0.001.
We apply the same strategy in (Ganin and Lempit-
sky, 2015) to adjust the factor ¢ dynamically, i.e.,
we gradually change it from O to 1 by a progressive

schedule: Hp = m — 1.

4.2 Results

In the first experiment, we compare with the con-
ventional domain adaptation methods where the
source model and target model share the same net-
work architectures. The classification accuracy re-
sults on the Amazon-Feature dataset for domain
adaptation based on MLP are shown in Table 1.
Some of the observations and analysis are listed as
follows. (1) The performance of traditional UDA
methods (e.g., TCA, GFK and BDA) is worse than
Source-Only model, i.e., negative transfer learning
occurs in all transfer tasks. These models directly
define kernel over sparse input vectors such that the
kernel function cannot capture sufficient features to
measure the similarity. The deep transfer methods
outperform all the traditional methods, suggesting
that embedding domain adaptation modules into

deep network can reduce domain discrepancy sig-
nificantly. (2) The average accuracy of CdKD is
slightly 1.0% higher than other deep transfer meth-
ods (DDC, RevGrad, DAAN and SHOT) overall. It
verifies the positive effect of transferring the knowl-
edge from trained source model without accessing
the source data.

Table 2 shows the classification performance
of deep UDA models based on TextCNN and
BertGRU over a large dataset Amazon-Text. For
TextCNN extractor, we have following analysis.
CdKD achieves superior performance over prior
methods by larger margins compared to small
dataset Amazon-Feature. Compared to DDC and
RevGrad that obtains the domain-invariant features,
CdKD can learn discriminative information from
the source model by minimizing JKSD criterion.
SHOT assumes that the target outputs should be
similar to one-hot encoding. However, the one-
hot encoding used in SHOT is noisy and untrusted
due to the domain shifts. Different from SHOT,
we match the joint distributions across domains in
terms of multi-view features rather than only class
probabilities when adapting the target model. By
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Figure 2: Accuracy (%) results of CdKD and its abla-
tions.

going from TextCNN to extremely deep BertGRU,
we attain a more in-depth understanding of feature
transferability. BertGRU-based models outperform
TextCNN-based models significantly, which shows
BERT enables learning more transferable represen-
tations for UDA. Our CdKD has a slight advantage
compared to other models overall under the pow-
erful transferability of BertGRU. It reveals the ne-
cessity of designing a moment matching approach
to incorporate activation and gradient features into
domain adaptation for reducing the losses caused
by the lack of source data.

In the second experiment, we compare with the
KD model where the knowledge in BertGRU is dis-
tilled to the TextCNN-based model. We generate
the optimal BertGRU as the teacher model based
on the source dataset. The TextCNN model uses
BERT tokenizer tool to guarantee the same input
space between two models. We randomly specify
a 0.5/0.2/0.3 split in the target dataset where we
train and select TextCNN-based model based on
the train split and validation split respectively. The
result is reported in Table 3 in terms of the test split.
The average accuracy of CdKD is 1.6% higher
than original KD and approaches to the teacher
model BertGRU. Significantly, the accuracy scores
of tasks D — E and D — K are higher than Bert-
GRU. This is attributed to distribution adaptation
where extra performance is also gained from JKSD
besides the guidance of the teacher model.

4.3 Analysis

Ablation Study. We conduct the ablation exper-
iments to see the contributions of gradient infor-
mation (g) and the adversarial strategy (a), which
are evaluated with TextCNN extractor for UDA
task. By ablating CdKD, we have two baselines
of CdKD-g (w/o g) and CdKD-a (w/o a). For
CdKD-g, we set the gradient of log-distribution
Vi, log P(x;,y;) € R™! to a constant, i.e.,
5(1, 1,...,1)T while we optimize CdKD without
adversarial strategy for CdKD-a. From the results
in Figure 2, CdKD-g and CdKD-a perform worse

Target Model Accuracy (%)

72 KD (u=0)
CdKD

” . . . . . . .
69.2 69.4 69.6 69.8 70 702 704 706 70.8 il nz
Source Model Accuracy (%)

Figure 3: Accuracy (%) result of CdKD and KD for
different source models.
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Figure 4: Accuracy (%) result of CdKD for varying
batch sizes.

than CdKD but still better than KD, suggesting that
gradient information and the adversarial strategy
both contribute to the improvements of our model.
The gradient information is one type of important
knowledge in the source domain, but all previous
methods ignore its importance for UDA.

Effects of Source Model Accuracy. Here we
study how the performance of target model are in-
fluenced by the source model accuracy, which are
analyzed based on B — FE task using TextCNN
extractor. We randomly obtain 9 optimal source
models using different seeds over B dataset, and
train CdKD and KD models based on different
source models for B — F task. Figure 3 shows
the classification accuracy of CdKD and KD by
varying accuracy of source models tested over E
dataset. CdKD obtains similar performance under
different source models, indicating that CdKD is
not very sensitive to the quality of source models.
However, the curves of KD is unstable, i.e., the
performance of KD is vulnerable to the impact of
the source models, because different source models
follow the different distributions. Obviously, JKSD
plays a crucial role in determining the effects of
alleviating this distribution discrepancy among dif-
ferent source models.

Effects of Batch Size. Batch size is a key parame-
ter to optimize JKSD metric because it is required
to compute kernel over a min-batch of data. Figure
4 shows the classification accuracy of CdKD by
varying batch size in {64, 128, 256, 512}. The ex-
periment shows that CdKD is not sensitive to batch
size when batch size is larger than 64, suggesting
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that CdKD don’t need a very large batch size for
accurate estimation of JKSD.

5 Conclusion

In this paper, we shed a new light on the challenges
of UDA without needing source data. Specifically,
we provided a generic framework named CdKD
to learn a classification model over a set of un-
labeled target data by making use of the knowl-
edge of the activation and gradient information
in the trained source model. CdKD learned the
collective knowledge across different domains in-
cluding domain-invariant and discriminative fea-
tures by matching the joint distributions between a
trained source model and a set of target data. Exper-
iments for cross-domain text classification testified
that CdKD still achieves advantages for UDA task
though without any source data and improves the
performance of KD task when the trained teacher
model doesn’t match the training data.
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A Appendices

A.1 Empirical Evaluation of JMMD
JMMD J (P, Q) measures the shifts in joint distri-
butions P(X,Y) and Q(X,Y) by

sup Eq(f(x)g(y)) —Ep(f(x)g(y))
f®geH

=supEg ((f ® g, ¢(x) ® ¥(y)))
—Ep ((f®9,0(x) @ ¢(y)))

=sup <f ®9,C%y — C§y>

= ety —ctv]|

FRY

FRY

Given a source domain D, = {(x7,y7) ", ~
P(X,Y) and a target domain D; =
(v, ~ Q(XY), the empirical
estimation of JMMD is,

A 1 1
J(P,Q) = —5tr(KssLss) + —5tr(Kee L)
— 7tr(K5tLt5)

mn
where (Kg)i; = k(xf,xé-) and (Lg);; =
I(y$,y") are gram matrices, and tr(A) is the trace
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of the matrix A. The Eq. 7 applies the source
data K4, K, L and L, to compute the score
of JIMMD, which cannot adapt to our new setting
obviously. Note here that the JMMD used in our
paper is a simplified version of (Long et al., 2017),
where we only consider two variables.

A.2 Empirical Evaluation of JKSD

Denote A\xy = Vxo(x) + ¢(x)(Vxlog P(x,y))
where {xy can be represented as §;y = Axy RY(y).
The empirical evaluation of JKSD can be computed
as,

||]EQ€xy||2 = (E@éxy; E@éxy)
—EQEq (Ay © %(¥), Aeryr @ 1/1( )>
=EQEq (Axy: Axy) za (V(¥), ()
=EqEq <>‘Xy7 )‘X’y’>ﬁd iy, y’)

where Eq/[-] refers to Eqr yr)ql]-

]
For f = (fi,--,fa) € F%and g =
(g1, -+ ,94) € F%, the inner product between

f and g is defined as (f,g) = ZZ: (fir9i) -
Based on this definition, the inner product

(Vx¢(x), Vi d(x')) 74 can be evaluated as

>(%00, 2060 35 o)

i=1

Similar to (Chwialkowski et al., 2016), we can
compute h(x,y,x,y’) = </\Xy, )\x/y/>yd as,
Vylog P(x,y) Vi log P(X',y' ) k(x, %)
+ Vi log P(x, y)Tszk(x, x')
+ Vy log P(x/, y')TV k(x,x")
+ <Vx¢( ) x’¢ >gd

Thus, JKSD S?(P,Q) is the expectation of
h(x,y,x',y")l(y,y’) over the distribution @,

S*(P,Q) = EgEgh(x,y,x,y)l(y.y')

Given a set of samples D; = {(x;,y:)}"q ~
Q(X,Y), we can evaluate S?(P, Q) as

1
W Z Z h(X, Y, X,a y,)l(y’ y/)

X,y X/,y/

which can be represented in the matrix form as
shown in Eq. 5.
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