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Abstract

Manual fact-checking does not scale well to
serve the needs of the internet. This issue is
further compounded in non-English contexts.
In this paper, we discuss claim matching as a
possible solution to scale fact-checking. We
define claim matching as the task of iden-
tifying pairs of textual messages containing
claims that can be served with one fact-check.
We construct a novel dataset of WhatsApp
tipline and public group messages alongside
fact-checked claims that are first annotated for
containing “claim-like statements” and then
matched with potentially similar items and
annotated for claim matching. Our dataset
contains content in high-resource (English,
Hindi) and lower-resource (Bengali, Malay-
alam, Tamil) languages. We train our own em-
bedding model using knowledge distillation
and a high-quality “teacher” model in order
to address the imbalance in embedding quality
between the low- and high-resource languages
in our dataset. We provide evaluations on the
performance of our solution and compare with
baselines and existing state-of-the-art multilin-
gual embedding models, namely LASER and
LaBSE. We demonstrate that our performance
exceeds LASER and LaBSE in all settings.
We release our annotated datasets1, codebooks,
and trained embedding model2 to allow for fur-
ther research.

1 Introduction

Human fact-checking is high-quality but time-
consuming. Given the effort that goes into fact-
checking a piece of content, it is desirable that
a fact-check be easily matched with any content
to which it applies. It is also necessary for fact-
checkers to prioritize content for fact-checking

1https://doi.org/10.5281/zenodo.
4890949

2https://huggingface.co/meedan/
indian-xlm-r

since there is not enough time to fact-check every-
thing. In practice, there are many factors that affect
whether a message is ‘fact-check worthy’ (Kon-
stantinovskiy et al., 2020; Hassan et al., 2017), but
one important factor is prevalence. Fact-checkers
often want to check claims that currently have high
viewership and avoid fact-checking ‘fringe’ claims
as a fact-check could bring more attention to the
claims—an understudied process known as ampli-
fication (Phillips, 2018; Wardle, 2018). While the
number of exact duplicates and shares of a message
can be used as a proxy for popularity, discovering
and grouping together multiple messages making
the same claims in different ways can give a more
accurate view of prevalence. Such algorithms are
also important for serving relevant fact-checks via
‘misinformation tiplines’ on WhatsApp and other
platforms (Wardle et al., 2019; Meedan, 2019; Ma-
gallón Rosa, 2019).

Identifying pairs of textual messages containing
claims that can be served with one fact-check is
a potential solution to these issues. The ability to
group claim-matched textual content in different
languages would enable fact-checking organiza-
tions around the globe to prioritize and scale up
their efforts to combat misinformation. In this pa-
per, we make the following contributions: (i) we
develop the task of claim matching, (ii) we train
and release an Indian language XLM-R (I-XLM-
R) sentence embedding model, (iii) we develop
a multilingual annotated dataset across high- and
lower-resource languages for evaluation, and (iv)
we evaluate the ability of state-of-the-art sentence
embedding models to perform claim matching at
scale. We formally evaluate our methods within lan-
guage but also show clusters found using our mul-
tilingual embedding model often have messages in
different languages presenting the same claims.

We release two annotated datasets and our code-
books to enable further research. The first dataset

https://doi.org/10.5281/zenodo.4890949
https://doi.org/10.5281/zenodo.4890949
https://huggingface.co/meedan/indian-xlm-r
https://huggingface.co/meedan/indian-xlm-r
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Table 1: Example message pairs in our data annotated for claim similarity.

Item #1 Item #2 Label

पािक�तान म� गनपॉइंट पर हुई एक डकैती को बताया जा 
रहा है मुबंई की घटना

कराची पािक�तान म� घिटत लटू को मुबंई का बताया जा 
रहा है।

Very Similar

பாகிஸ்தானில் உள்ள இந்திய �தர் உடன�யாக 
ெடல்லி தி�ம்ப மத்திய அர� உத்தர�

*ெசய்திகள்24/7*   *FLASH*  
*பாகிஸ்தானில் உள்ள இந்திய �தர் ெடல்லி 
தி�ம்ப மத்திய அர� உத்தர� என தகவல்..*

Very Similar

Barber’s salon poses the biggest risk factor
for Corona! This threat is going to remain
for a long duration. *At an average a bar-
ber’s napkin touches 5 noses minimum*
The US health dept chief J Anthony said
that salons have been responsible for almost
50% deaths.

*The biggest danger is from the barbershop
itself*. This danger will remain for a long
time. *Barber rubs the nose of at least 4
to 5 people with a towel,* The head of the
US Department of Health J. Anthony has
said that 50 percent of the deaths in the US
have happened in the same way that came
in saloons.

Very Similar

ഇവിടുെ� മാമ മാധ്യമ�ൾ Live  
കാണി�ില്േലലും േദശീയ മാധ്യമ�ൾ 
െചയ്തു േക�ാ

ഇവിടുെ�  മാധ്യമ�ൾ 
കാണി�ില്േലലും േദശീയ മാധ്യമ�ൾ 
െചയ്തു േക�ാ

Very Similar

Guys important msg:- There is the news of
military bsf & cisf coming to Mumbai and
having a seven days to 2 weeks curfew.. . .

*Just received information* Entire Mumbai
and pune will be under Military lockdown
for 10 days starts from Saturday.. . .

Somewhat Similar

Don’t believe this FAKE picture of PM
Modi; here’s the truth

Don’t believe this FAKE picture of Virat
Kohli; here’s the fact check

Very Dissimilar

consists of 5,066 messages in English, Hindi, Ben-
gali, Malayalam, and Tamil that have been triple an-
notated for containing ‘claim-like statements’ fol-
lowing the definition proposed by fact-checkers in
Konstantinovskiy et al. (2020). The second dataset
consists of 2,343 pairs of social media messages
and fact-checks in the same five languages as the
first dataset annotated for claim similarity. Table 1
shows examples of annotated pairs of messages
from the second dataset.

2 Related Work

2.1 Semantic Textual Similarity

Semantic textual similarity (STS) refers to the task
of measuring the similarity in meaning of sen-
tences, and there have been widely adopted evalu-
ation benchmarks including the Semantic Textual
Similarity Benchmark (STS-B) (2017; 2016; 2015;
2014; 2013; 2012) and the Microsoft Research
Paraphrase Corpus (MRPC) (Dolan and Brockett,
2005). The STS-B benchmark assigns discrete sim-
ilarity scores of 0 to 5 to pairs of sentences, with
sentence pairs scored zero being completely dis-
similar and pairs scored five being equivalent in
meaning. The MRPC benchmark assigns binary

labels that indicate whether sentence pairs are para-
phrases or not.

Semantic textual similarity is a problem still ac-
tively researched with a dynamic state of the art
performance. In recent work from Raffel et al.
(2020), the authors achieved state-of-the-art perfor-
mance on STS-B benchmark using the large 11B
parameter T5 model. The ALBERT model (Lan
et al., 2019) achieved an accuracy of 93.4% on the
MRPC benchmark and is considered one of the top
contenders on the MRPC leaderboard.

While semantic textual similarity is similar to
claim matching, the nuances in the latter require
special attention. Claim matching is the task of
matching messages with claims that can be served
with the same fact-check and that does not always
translate to message pairs having the same mean-
ings. Moreover, claim matching requires working
with content of variable length. In practice, content
from social media also has wide variation in lexical
and grammatical quality.

2.2 Multilingual Embedding Models

Embedding models are essential for claim and se-
mantic similarity search at scale, since classifica-
tion methods require a quadratic number of compar-
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isons. While we have seen an increasing number of
transformer-based contextual embedding models
in recent years (Devlin et al., 2019; Reimers and
Gurevych, 2019; Cer et al., 2018), the progress has
been asymmetric across languages.

The XLM-R model by Conneau et al. (2019)
with 100 languages is a transformer-based model
with a 250K token vocabulary trained by multi-
lingual masked language modeling (MLM) with
monolingual data and gained significant improve-
ments in cross-lingual and multilingual bench-
marks. LASER (Artetxe and Schwenk, 2019) pro-
vided language-agnostic representation of text in
93 languages. The authors trained a BiLSTM archi-
tecture using parallel corpora and an objective func-
tion that maps similar sentences in the same vicinity
in a high-dimensional space. Language-agnostic
BERT sentence embeddings (LaBSE) by Feng et al.
(2020) improved over LASER in higher resource
languages by MLM and translation language mod-
eling (TLM) pretraining, followed by fine-tuning
on a translation ranking task (Yang et al., 2019).

2.3 Claim Matching

Shaar et al. (2020) discussed retrieval and ranking
of fact-checked claims for an input claim to detect
previously debunked misinformation. They intro-
duced the task, as well as a dataset covering US pol-
itics in English, and two BM25 based architectures
with SBERT and a BERT-based reranker on top.
Vo and Lee (2020) tackled a similar problem by
finding relevant fact-check reports for multimodal
social media posts. However these projects only fo-
cus on English data that mainly cover U.S. politics
and at least one of the matching pairs is a claim
from a fact-check report. Additionally, the data
collection process used in Shaar et al. (2020) might
not necessarily capture all possible matches for a
claim, since the dataset is constructed by includ-
ing only the claims mentioned in one fact-check
report and not all previous occurrences. This may
skew results and increase the risk of the model
having a high false negative ratio. Recently, the
CheckThat! Lab 2020 (Barrón-Cedeno et al., 2020)
has presented the same problem as a shared task.
We improve on prior work by finding a solution
that works for high- and low-resource languages
and also for matching claims between pairs of so-
cial media content and pairs of fact-checks. We
explicitly annotated claim pairs that might match,
avoiding the aforementioned false negatives issue

by design and providing more accurate models and
evaluations.

3 Data Sources

The data used in this paper comes from a vari-
ety of sources. We use a mixture of social media
(e.g., WhatsApp) content alongside fact-checked
claims, since it is essential for any claim-matching
solution to be able to match content both among
fact-checked claims and social media posts as well
as within social media posts. Among the preva-
lent topics in our data sources are the COVID-19
pandemic, elections, and politics.

Tiplines. Meedan, a technology non-profit, has
been assisting fact-checking organizations to setup
and run misinformation tiplines on WhatsApp us-
ing their open-source software, Check. A tipline
is a dedicated service to which ‘tips’ can be sub-
mitted by users. On WhatsApp, tiplines are phone
numbers to which WhatsApp users can forward
potential misinformation to check for existing fact-
checks or request a new fact-check. The first tipline
in our dataset ran during the 2019 Indian elections
and received 37,823 unique text messages. Several
additional always-on tiplines launched in Decem-
ber 2019 and ran throughout the 2020 calendar
year. We obtained a list of the text of messages and
the times at which they were submitted to these
tiplines for March to May 2019 (Indian election
tipline) and for February 2020 to August 2020 (all
other tiplines). We have no information beyond the
text of messages and the times at which they were
submitted. In particular, we have no information
about the submitting users.

WhatsApp Public Groups. In addition to the
messages submitted to these tiplines, we have data
from a large number “public” WhatsApp groups
collected by Garimella and Eckles (2020) dur-
ing the same time period as the Indian election
tipline. The dataset was collected by monitoring
over 5,000 public WhatsApp groups discussing
politics in India, totaling over 2 million unique
posts. For more information on the dataset, please
refer to Garimella and Eckles (2020). Such pub-
lic WhatsApp groups, particularly those discussing
politics have been shown to be widely used in In-
dia (Lokniti, 2018).

Fact-Check Reports. We aggregate roughly
150,000 fact-checks from a mixture of primary
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fact-checkers and fact-check aggregators. We em-
ploy aggregators such as Google Fact-check Ex-
plorer,3 GESIS (Tchechmedjiev et al., 2019), and
Data Commons, and include roughly a dozen fact-
checking organizations certified by the Interna-
tional Fact-Checking Network with either global or
geographically-relevant scope in our dataset. All
fact-checks included at minimum a headline and a
publish date, but typically also include a lead or the
full text of the fact-check, as well as adjudication
of the claim (e.g., truth or falsity), and sometimes
include information of lesser value for our work
such as author, categorization tags, or references to
original content that necessitated the fact-check.

4 Data Sampling & Annotation

To construct a dataset for claim matching, we de-
sign a two-step sampling and annotation process.
We first sample a subset of items with potential
matches from all sources and then annotate and
select the ones containing “claim-like statements.”

In a second task, we annotate pairs of messages
for claim similarity. One of the messages in each
pair must have been annotated as containing a
“claim-like statement” in the first annotation task.
We sample possible matches in several ways in or-
der to not unnecessarily waste annotator time. We
describe these sampling strategies and other details
of the process in the remainder of this section.

4.1 Task 1: Claim Detection

Task 1 presented annotators with a WhatsApp mes-
sage or fact-check headline and asked whether it
contained a “claim-like statement.”

We first created a codebook by inductively ex-
amining the English-language data, translations of
the other-language data, and discussing the task
with two fact-checkers (one Hindi-speaking and
one Malayalam-speaking). We began with the def-
inition set out by practitioners (Konstantinovskiy
et al., 2020) for a “claim-like statement” and cre-
ated examples drawn from our data sources. An-
notators were asked whether the message had a
claim-like statement and allowed to choose “Yes”,
“Probably”, “No”, or “N/A: The message is not in
language X” (where X was the language being an-
notated). The instructions made clear “Probably”
should be used sparingly and was intended for in-
stances where an image, video, or other context was

3https://toolbox.google.com/factcheck/
explorer

Table 2: Claim-like statements. κ is Randolph’s
marginal-free kappa agreement on the collapsed data
(Yes/Probably, No, Incorrect language). All languages
were annotated by three annotators.

Language Items κ Majority Yes

Bengali (bn) 1093 0.30 30%
English (en) 1000 0.60 54%
Hindi (hi) 1000 0.59 41%
Malayalam (ml) 1025 0.63 69%
Tamil (ta) 948 0.63 21%

missing. The detailed instructions and an example
of the interface are provided in the supplemental
materials.

We recruited three native speakers for each of
Hindi, Bengali, Tamil, and Malayalam through In-
dian student societies at different universities as
well as independent journalists. All of our an-
notators had a Bachelor’s degree and many were
pursuing Masters or PhDs. We onboarded all an-
notators and discussed the risks of possibly polit-
ically charged, hateful, violent, and/or offensive
content in the dataset. Our custom-built annotation
interface provided the ability to skip any piece of
content with one keystroke. We also encouraged
annotators to take frequent breaks and calculated
these breaks into our payments.

Our English-language data is a mix of Indian and
global content. Two of our English annotators had
previously completed the Hindi and Malayalam
tasks while the third English annotator completed
only the English-language task.

We calculate agreement using Randolph’s
marginal-free kappa (Randolph, 2005). This mea-
sure better estimates intercoder agreement in unbal-
anced datasets compared to fixed-marginal scores
like Fleiss’ kappa (Warrens, 2010).

All participants annotated 100 items indepen-
dently. We then discussed disagreements on these
100 items and updated the codebook if needed.
The participants then annotated datasets of approx-
imately 1,000 items in each language. Information
about this final annotation dataset is presented in
Table 2. Agreement between annotators for this
task is lower than the next task but on par with
annotation tasks for hate speech and other ‘hard
tasks’ (Del Vigna et al., 2017; Ousidhoum et al.,
2019) suggesting determining whether a message
has a claim-like statement is harder than determin-
ing the similarity of the statements (Task 2).

https://toolbox.google.com/factcheck/explorer
https://toolbox.google.com/factcheck/explorer
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Table 3: Task 2 dataset. κ is Randolph’s marginal-free
kappa (Randolph, 2005) agreement on the collapsed
data (Very Similar, Not Very Similar, N/A). “V. Sim.”
is the percentage of cases where two or more annota-
tors indicated the pairs were “Very Similar.”

Lang. Pairs κ Annotators V. Sim.

bn 644 0.64–0.68 2–3 6%
en 398 0.69 4 15%
hi 399 0.90 3 21%
ml 604 0.91 3 7%
ta 298 0.85 2 11%

4.2 Task 2: Claim Similarity

The second task presented annotators with two
messages and asked how similar the claim-like
statements were in the messages. Annotators were
given a four-point scale (“Very Similar”, “Some-
what Similar”, “Somewhat Dissimilar”, and “Very
Dissimilar”). We prepared a codebook with clear
instructions for each response and examples in con-
sultation with the two fact-checkers and discussed
it with all annotators before annotation began. An-
notators could also select “N/A: One or more of the
messages is not in language X or does not contain
a claim-like statement”).

Our initial testing showed the largest source of
disagreement was between “Somewhat Dissimi-
lar” and “Very Dissimilar.” We added guidance to
the codebook but did not dwell on this aspect as
we planned to collapse these categories together.
We prioritize our evaluations on “Very Similar” or
“Somewhat Similar” statements.

Although our goal is claim matching, this task
asked annotators about the similarity of claim-
like statements as the annotators were not all fact-
checkers. We found asking the annotators to spec-
ulate about whether some hypothetical fact-check
could cover both statements was unhelpful. Our
codebook is constructed such that “Very Similar”
pairs of messages could be served by one fact-
check while “Somewhat Similar” messages would
partially be served by the same fact-check. A link
to the codebook is in the supplemental materials.

The same annotators from Task 1 completed
Task 2 with a few exceptions. One Tamil annota-
tor was unable to continue due to time restrictions,
and one Bengali annotator only completed part
of the annotations (we calculate agreement with
and without this annotator in Table 3). We added
a fourth English annotator in case there was an-
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Figure 1: CDF of cosine similarities of all labeled data
according to LASER, LaBSE, and I-XLM-R models.
Legend: “similar” pairs were annotated by two or more
annotators as being “Very Similar”. “not sim.” encom-
passes all other pairs, excluding “N/A” pairs.

other dropout but all English annotators completed.
Table 3 shows a breakdown of the dataset by lan-
guage. In general, agreement on this task, even
among the same annotators as Task 1, was much
higher than Task 1 suggesting claim similarity is an
easier task than claim detection. The largest point
of disagreement was around the use of the N/A
label: discussing this with annotators we found it
was again the disagreement about whether certain
messages had claims leading to the disagreement.

4.3 Sampling

A purely random sample of pairs is very unlikely to
find many pairs that match. We considered examin-
ing pairs with the highest cosine similarities only,
but these pairs were likely to match in trivial and
uninteresting ways. In the end, we used random
stratified sampling to select pairs for annotation.

We first calculate all pairwise cosine similari-
ties using multiple embedding models (described
in Section 5). We then use stratified sampling to
sample 100 pairs in proportion to a Gaussian distri-
bution with mean 0.825 and standard deviation 0.1
for each model and language. We do this due to our
strong prior that pairs close to zero as well as pairs
close to one are usually ‘uninteresting.’ These rep-
resent pairs that either clearly do not match or (very
often) clearly match. In practice, we still sample a
wide range of values (Figure 1). We also include
100 random pairs for each language with the excep-
tion of Tamil due to annotator time limitations.

We used LASER, LaBSE, and our Indian XLM-
R (I-XLM-R) model (details below) to sample pairs
for all languages. Our Bengali and Malayalam
annotators had additional capacity and annotated
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additional pairs drawn in a similar way.

5 Claim Matching Methods

5.1 Experimental Setup
We use a GPU-enabled server with one 1080 GPU
to train our own embedding model and run the
rest of our experiments on desktop computers with
minimal runtime. We use the Elasticsearch im-
plementation of the BM25 system and use the
Sentence-Transformers (for I-XLM-R), PyTorch
(for LASER), and TensorFlow (for LaBSE)4 to
train and retrieve embeddings. We follow the ap-
proach of Reimers and Gurevych (2020) for tuning
the hyperparameters of our embedding model.

5.2 Training a Multilingual Embedding
Model

We use the knowledge distillation approach pre-
sented in Reimers and Gurevych (2020) to train
a multilingual embedding model.5 The approach
adopts a student–teacher model in which a high
quality teacher embedding model is used to align
text representations of a student model by map-
ping embeddings of text in the student language
to close proximity of the embeddings of the same
text in the teacher language. Using this approach
we train a model for English, Hindi, Malayalam,
Tamil, and Bengali. We refer to this model as our
Indian XLM-R model (I-XLM-R), and use it as
one of the models we evaluate for claim matching.

Training Data. The knowledge distillation ap-
proach requires parallel text in both student and
teacher languages for training embedding models.
We find the OPUS parallel corpora (Tiedemann,
2012) to be a useful and diverse resource for paral-
lel data. We retrieve parallel data between English
and the collection of our four Indian languages
from OPUS and use it as training data.

Training Procedure. For a teacher model MT

and a student model MS and a collection of (si, ti)
pairs of parallel text, we minimize the following
MSE loss function for a given mini-batch B:

1
|B|

∑
i∈B

[(MT (si)−MS(si))
2 + (MT (si)−MS(ti))

2]

Intuitively, this loss function forces embeddings
of the student model for both ti and si to be
in proximity of the teacher embeddings for si,

4We use https://github.com/bojone/labse.
5Trained models from Reimers and Gurevych do not in-

clude embeddings for Bengali, Tamil, and Malayalam, which
motivated us to train the I-XLM-R model.

therefore transferring embedding knowledge from
the teacher to the student model. For training
our Indian XLM-R model, we pick the English
SBERT model as teacher (Reimers and Gurevych,
2019) (for its high quality embeddings) and XLM-
Roberta (XLM-R) as the student (for SOTA per-
formance in NLP tasks and a universal vocabulary
that includes tokens from 100 languages).

5.3 Model Architecture

We evaluate a retrieval-based claim matching so-
lution built on top of the BM25 retrieval sys-
tem (Robertson and Zaragoza, 2009) as well as
an embeddings-only approach. In the first case,
queries are fed into BM25 and the retrieved results
are then sorted based on their embedding similarity
to the input query. The top ranking results are then
used as potential matches for the input claim. In the
latter case, we classify pairs of items using features
derived from the embedding models.

6 Results

For some applications, it is good enough to be
able to rank the most similar claims and treat the
problem of claim matching as an information re-
trieval problem. This is the case, for example, when
fact-checkers are examining possible matches to
determine if a new content item matches a previ-
ous fact-check. We discuss the performance of
information retrieval approaches in Section 6.1.

In many other applications, however, we seek
a system that can determine if the claims in two
items match without human intervention. These
applications demand a classification approach: i.e.,
to determine whether two items match. This allows
similar items to be grouped and fact-checkers to
identify the largest groups of items with claims
that have not been fact-checked. We discuss the
performance of simple classification approaches in
Section 6.2.

6.1 Information Retrieval Approach

We find the mean reciprocal rank (MRR) metric
to be a good IR-based performance measure for
our system, since we only know of one match in
the retrieved results by the system for our queries.
We use the base BM25 system as a strong baseline
to compare against. We also compare our system
with other state-of-the-art multilingual embedding
models used for reranking, namely LASER and
LaBSE. Results are presented in Table 4.

https://github.com/bojone/labse
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Table 4: MRR across different models and languages.
Columns refer to reranking embedding models on top
of BM25, with the exception of BM25 as the baseline.

Language BM25 LASER LaBSE I-XLM-R

Bengali 0.4247 0.4170 0.4120 0.5281
English 0.4286 0.4247 0.4101 0.4221
Hindi 0.4524 0.4289 0.3675 0.4849
Malayalam 0.3903 0.3777 0.3651 0.4023
Tamil 0.4747 0.4050 0.4563 0.4634

Figure 2: Accuracy, Precision, Recall, and F1 for sim-
ple thresholds on the cosine similarity scores.

The BM25 with I-XLM-R reranking outper-
forms other systems in all languages, with the ex-
ception of Tamil and English where the system
performs comparably with the BM25 baseline. The
largest lead in performance of the I-XLM-R based
model is for Bengali, where the MRR score is more
than 0.1 higher than the BM25 baseline.

Both LASER and LaBSE fall short on surpassing
the baseline for any of the languages. LASER
performs the worst on Tamil, where its MRR score
is nearly 0.07 less than BM25. Similarly, LaBSE’s
largest difference with BM25 is in Hindi where
it falls short by 0.085. Although there is room
for improvement in some languages, the I-XLM-R
seems the best choice if only one system is chosen.

After calculating MRR we also evaluated the
systems on other metrics, namely “Mean First Rel-
evant” (MFR, Fuhr (2018)) and HasPositive@K
(Shaar et al., 2020). Both measures did not demon-
strate any meaningful patterns useful for selecting
the best system. We do not include the details of
these evaluations for brevity.

6.2 Classification Approaches

Responding to submitted content on a tipline, as
well as grouping claims to understand their relative
prevalence/popularity, requires more than present-
ing a ranked list as occurs in the information re-
trieval approaches in the previous subsection and in
previous formulations of this problem (e.g., Shaar
et al., 2020). In this section we use the annotated
pairs to evaluate how well simple classifiers per-
form with each model.

Threshold Classifier. The first ‘classifier’ we
evaluate is a simple threshold applied to the co-
sine similarity of a pair of items. Items above the
threshold are predicted to match while items with
a similarity below the threshold are predicted to
not match. In doing this, we seek to understand the
extent to which the embedding models can separate
messages with matching claims from those with
non-matching claims.

An ideal model would assign higher cosine simi-
larity scores to every pair of messages with match-
ing claims than to pairs of messages with non-
matching claims. Table 5 shows the F1 scores
averaged across 10 runs of 10-fold cross validation
for binary classifiers applied to all languages and
each language individually. In general, the Indian
XLM-R model performs best at the task with F1
scores ranging from 0.57 to 0.88. As shown in
Figure 2, our Indian XLM-R model outperforms
LASER primarily in precision and outperforms
LaBSE primarily in terms of recall.

The numbers reported in Table 5’s last column
all come from I-XLM-R. The English-only SBERT
model performs slightly better with a maximum F1
score of 0.90±0.09 at a threshold of 0.71 on En-
glish data, suggesting that the student model may
have drifted from the teacher model for English
during training. This drift is slight, however, and
the cosine similarities across all English-language
data for the two models are highly correlated with
a Pearson’s correlation coefficient of 0.93. The
authors of SBERT released two additional multilin-
gual models on that support English and Hindi, but
do not support Bengali, Malayalam, or Tamil.6 We
find the models have comparable performance to
I-XLM-R on English & Hindi while F1 scores for
other languages are between 0.17 and 0.61.

6https://www.sbert.net/docs/
pretrained_models.html has ‘xlm-r-distilroberta-
base-paraphrase-v1’ and ‘xlm-r-bert-base-nli-stsb-mean-
tokens’

https://www.sbert.net/docs/pretrained_models.html
https://www.sbert.net/docs/pretrained_models.html
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Table 5: Maximum average F1 scores ± standard devia-
tions achieved with 10 runs of 10-fold cross-validation
and the corresponding thresholds (thres.) for each
score. The ‘classifiers’ are simple thresholds on the co-
sine similarities.

LASER LaBSE I-XLM-R

Language F1 (thres.) F1 (thres.) F1 (thres.)

All 0.55±0.08 0.58±0.07 0.73±0.07
(0.91) (0.84) (0.90)

Bengali 0.68±0.21 0.58±0.23 0.74±0.19
(0.96) (0.90) (0.96)

English 0.85±0.09 0.77±0.15 0.88±0.10
(0.85) (0.77) (0.78)

Hindi 0.74±0.13 0.61±0.15 0.82±0.12
(0.88) (0.87) (0.87)

Malayalam 0.47±0.20 0.71±0.20 0.79±0.20
(0.92) (0.85) (0.89)

Tamil 0.26±0.21 0.50±0.20 0.57±0.15
(0.99) (0.98) (0.96)

Our dataset includes both social media messages
(namely, WhatsApp messages) and fact-checks.
Overall, performance is higher for matching fact-
checks to one another than for matching social me-
dia messages to one another for all models. As an
example, the best-performing model, Indian XLM-
R, achieves a maximum F1 score of 0.76 with a
threshold 0.87 for matching pairs of fact-checks,
but only a maximum F1 score of 0.72 (threshold
0.90) for matching pairs of social media messages.

Claim Matching Classifier. We train an Ada-
Boost binary classifier that predicts if two textual
claims match. The features are all precomputed or
trivial to compute so that such a system could eas-
ily be run to refine a smaller number of candidate
matches with minimal additional computation.

We use lengths of claims, the difference in
lengths, embedding vectors of each item, and their
cosine similarity as features. We build a balanced
dataset by taking all the “Very Similar” pairs and
matching every item with a randomly selected “Not
Very Similar” (every other label) item from the
same language. We do not differentiate between
pairs in different languages as our per language
data is limited and all features including the em-
bedding vectors translate across languages as they
are from mulitilingual embedding models.

Claim matching classification results are pre-
sented in Table 6. We evaluate models using 10-
fold cross validation and report accuracy and F1

Table 6: Claim matching classification results.

Model Accuracy F1 (+) F1 (-)

LASER 0.805±0.064 0.789±0.087 0.814±0.039
LaBSE 0.797±0.059 0.791±0.067 0.800±0.055
I-XLM-R 0.883±0.036 0.885±0.036 0.880±0.037

All 0.868±0.036 0.868±0.036 0.866±0.039

scores for each class averaged over 10 runs. Consis-
tent with previous outcomes, it is clear that using
the I-XLM-R cosine similarity and embeddings
as input features results in better performance than
other models, including the model with all features.

The positive class F1 scores for all models in
Table 6 are notably higher than the threshold ap-
proaches (Table 5) suggesting information from the
embeddings themselves and the lengths of the texts
are useful in determining whether the claims in two
messages match. The claim matching classifier is
language-agnostic and is learning from only 522
datapoints, which underscores the quality of the
I-XLM-R embeddings.

Error Analysis. We manually inspect the pairs
classified in error using the “threshold classifier”
and I-XLM-R. The pairs either have a similarity
score above the matching threshold but are “Not
Similar” (false positives, 24/89) or are matches
and have a score below threshold (false negatives,
65/89). 16 of the 24 false positives are labeled as
“Somewhat Similar,” and manual inspection shows
that these pairs all have overlapping claims (i.e.,
they share some claims but not others). There are
no obvious patterns for the false negatives, but
some of the errors are made in ambiguous cases.

We also examine the errors of one random fold of
the AdaBoost classifier to further investigate where
our model makes mistakes. There are a total of
10 wrong predictions (6 false negatives and 4 false
positives). Of these, 2/6 and 1/4 are annotation
errors. Within the false negatives, most other cases
are pairs of text that are very similar but minimally
ambiguous because of a lack of context, which an-
notators correctly resolved to being identical. An
example of such a false negative is the pair of mes-
sages “Claim rare flower that blooms once in 400
years in the-himalayas-called-mahameru-pushpam”
and “Images of Mahameru flower blooms once ev-
ery 400 years in Himalayas.” False positives were
all “Somewhat Similar” and “Somewhat Dissimilar”
pairs that the classifier mistook for “Very Similar.”
There were no significant discrepancies among lan-
guages in classification errors.
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7 Discussion & Conclusions

Scaling human-led fact-checking efforts requires
matching messages with the same claims. In this
paper, we train a new model and create an evalua-
tion dataset that moves beyond English and Ameri-
can politics. Our system is being used in practice
to support fact-checking organizations.

We find that the embedding models can gener-
ally match messages with the same claims. Perfor-
mance for matching fact-checks slightly exceeds
that for matching social media items. This makes
sense, given that fact-checks are written by profes-
sional journalists and generally exhibit less ortho-
graphical variation than social media items.

Too few examples of fact-checks correctly
matched a social media item to evaluate perfor-
mance in that setting. This is not a major limitation
since nearly every fact-check starts from a social
media item. So, in practice we only need to be able
to match social media items to one another in order
to locate other social media items having the same
claims as the item that led to a fact-check.

We evaluate claim matching within each lan-
guage, but the embedding models are all multi-
lingual and could serve to match claims across
languages. BM25 is not multilingual, but Elastic-
search can index embeddings directly. Previously
de Britto Almeida and Santos (2020) developed a
Elasticsearch plugin to query embeddings by co-
sine distance, but since version 7.3 of Elasticsearch
this functionality is now available natively in Elas-
ticsearch (Tibshirani, 2019), meaning a large set of
embeddings can be searched efficiently to find near
matches across languages.

As a proof of concept, we took the 37,823 unique
text messages sent to the Indian election tipline and
clustered them using I-XLM-R and online, single-
link hierarchical clustering with a threshold of 0.90.
We found 1,305 clusters with 2 or more items; the
largest cluster had 213 items. We hired an Indian
journalist with experience fact-checking during the
Indian 2019 elections to annotate each of the 559
clusters with five or more items by hand. The anno-
tation interface presented three examples from each
cluster: one with the lowest average distance to all
other messages in the cluster, one with the highest
distance, and one message chosen randomly. In
137 cases the examples shown for annotation were
from multiple languages, and in 132 of those cases
the journalist was able to identify the same claims
across multiple languages. Although preliminary,

this demonstrates the feasibility and importance of
multilingual claim matching with these methods—
an area we hope further work will tackle.

Our findings are supporting over 12 fact-
checking organizations running misinformation
tiplines. The deployed system uses I-XLM-R and
automatically groups text messages with similari-
ties over 0.95 and recommends possible matches
from less-similar candidates that fact-checking or-
ganizations can confirm or reject. Matches can also
be added manually. Initial feedback from the fact-
checkers has been positive, and we are collecting
data for further research and evaluation.

We prioritized the well-being of annotators and
the privacy of WhatsApp users throughout this re-
search. Our data release conforms to the FAIR
principles (Wilkinson et al., 2016). We have no
identifying information about WhatsApp users and
any references to personally identifiable informa-
tion in messages such as phone numbers, emails,
addresses and license plate numbers are removed to
preserve user privacy. We worked closely with our
annotators preparing them for the risk of hateful
content, encouraging frequent breaks, and paying
well-above minimum wage. We took a compas-
sionate response to COVID disruptions and other
life stresses even when this meant less annotated
data than was originally envisioned.
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Gazpio, and Lucia Specia. 2017. SemEval-2017
task 1: Semantic textual similarity multilingual and
crosslingual focused evaluation. In Proceedings
of the 11th International Workshop on Semantic
Evaluation (SemEval-2017), pages 1–14, Vancouver,
Canada. Association for Computational Linguistics.

Daniel Cer, Yinfei Yang, Sheng-yi Kong, Nan Hua,
Nicole Limtiaco, Rhomni St. John, Noah Constant,
Mario Guajardo-Cespedes, Steve Yuan, Chris Tar,
Brian Strope, and Ray Kurzweil. 2018. Universal

sentence encoder for English. In Proceedings of
the 2018 Conference on Empirical Methods in Nat-
ural Language Processing: System Demonstrations,
pages 169–174, Brussels, Belgium. Association for
Computational Linguistics.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2019. Unsupervised
cross-lingual representation learning at scale. arXiv
preprint arXiv:1911.02116.

Caio Sacramento de Britto Almeida and Débora Ab-
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Desinformación y fact-checking en campaña elec-
toral. Revista de comunicación, 18(1):234–258.

Meedan. 2019. Press release: New whatsapp tip line
launched to understand and respond to misinforma-
tion during elections in india.

Nedjma Ousidhoum, Zizheng Lin, Hongming Zhang,
Yangqiu Song, and Dit-Yan Yeung. 2019. Multilin-
gual and multi-aspect hate speech analysis. In Pro-
ceedings of the 2019 Conference on Empirical Meth-
ods in Natural Language Processing and the 9th In-
ternational Joint Conference on Natural Language
Processing (EMNLP-IJCNLP), pages 4667–4676.

Whitney Phillips. 2018. The oxygen of amplification.
Data & Society, 22:1–128.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21(140):1–67.

J. J. Randolph. 2005. Free-marginal multirater kappa:
An alternative to Fleiss’ fixed-marginal multirater
kappa.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence embeddings using Siamese BERT-
networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
3982–3992, Hong Kong, China. Association for
Computational Linguistics.

Nils Reimers and Iryna Gurevych. 2020. Making
monolingual sentence embeddings multilingual us-
ing knowledge distillation. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 4512–4525,
Online. Association for Computational Linguistics.

Stephen Robertson and Hugo Zaragoza. 2009. The
probabilistic relevance framework: BM25 and be-
yond. Now Publishers Inc.

Shaden Shaar, Nikolay Babulkov, Giovanni
Da San Martino, and Preslav Nakov. 2020. That
is a known lie: Detecting previously fact-checked
claims. In Proceedings of the 58th Annual Meeting
of the Association for Computational Linguis-
tics, pages 3607–3618, Online. Association for
Computational Linguistics.

Andon Tchechmedjiev, Pavlos Fafalios, Katarina
Boland, Malo Gasquet, Matthäus Zloch, Benjamin
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Figure 3: An example of the annotation interface

8 Supplemental Materials

8.1 Codebooks
Our codebooks are available openly. Due to the
page limit for the supplemental materials, we pro-
vide hyperlinks to these codebooks:

• Claim detection codebook

• Claim similarity codebook

We coded a simple annotation interface, which
is free and open-source: https://github.com/

meedan/surveyer/. A screen capture of the anno-
tation interface during the English-language claim-
similarity task is shown in Figure 3

8.2 Per language results
Figure 4 shows the accuracy, precision, recall, and
F1 scores for simple threshold classifiers. This
is equivalent to Figure 2, but shows the plots for
each language individually in addition to the overall
values across all languages.

The figure also includes two additional embed-
ding models from the SBERT website: xlm-r-
distilroberta-base-paraphrase-v1 and xlm-r-bert-
base-nli-stsb-mean-tokens.7 As discussed in the
main paper, we find our models far outperform
these models for Bengali, Malayalam, and Tamil
while performance for English and Hindi is similar.

7https://www.sbert.net/
docs/pretrained_models.html#
multi-lingual-models

8.3 Alternative definition of the positive class
The analysis in the paper presents results for “Very
Similar” compared to all other classes (N/A labels
excluded). Here we show qualitatively similar re-
sults are obtained when the positive class is items
for which a majority of annotators indicated “Very
Similar” or “Somewhat Similar.” As stated, some-
what similar matches are useful as a fact-check
would partially address some of the claims in a
somewhat similar match. Table 8 provides the dis-
tribution of labels for the claim matching dataset.

Table 7 presents F1 scores averaged across 10
runs of 10-fold cross validation using “Somewhat
Similar” or “Very Similar” as the positive class.
The results are similar to Table 5 in the main paper.
F1 scores are generally higher, but our Indian XLM-
R model still performs best. Surprisingly, LASER
matches its performance in one language (Hindi).

https://docs.google.com/document/d/1yyo_h-52-w_S7ObHfyvDFUVabIJ09624cku5IHTIEFQ/edit?usp=sharing
https://docs.google.com/document/d/1D88VAfTGL1vTVuMKhkX7AqDFuem3xkBpu6SFRsmy-3Q/edit?usp=sharing
https://github.com/meedan/surveyer/
https://github.com/meedan/surveyer/
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
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Figure 4: Accuracy, precision, recall, and F1 scores for each language individually. Positive class is “Very similar.”
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Table 7: Maximum F1 scores (F1) and standard deviations achieved and the corresponding thresholds (thres.) for
each score. The ‘classifiers’ are simple thresholds on the cosine similarities. Scores are the average of 10 rounds
of 10-fold cross validation. The positive class is “Somewhat Similar” or “Very Similar.”

LASER LaBSE I-XLM-R

Language F1 (thres.) F1 (thres.) F1 (thres.)

All 0.63±0.05 0.60±0.05 0.76±0.05
(0.88) (0.82) (0.82)

Bengali 0.63±0.09 0.65±0.11 0.67±0.12
(0.87) (0.72) (0.79)

English 0.90±0.09 0.81±0.12 0.95±0.08
(0.85) (0.77) (0.78)

Hindi 0.82±0.09 0.64±0.11 0.82±0.09
(0.88) (0.77) (0.82)

Malayalam 0.52±0.21 0.62±0.17 0.76±0.16
(0.92) (0.85) (0.85)

Tamil 0.42±0.16 0.54±0.18 0.68±0.13
(0.89) (0.84) (0.82)

Table 8: Label distribution for the claim matching dataset: VS is very similar, SS is somewhat similar, SD is
somewhat dissimilar and VD is very dissimilar. NM refers to “no majority” meaning there wasn’t consensus
among annotators.

VS SS SD VD NM

Language # (%) # (%) # (%) # (%) # (%)

All 261 (11%) 121 (5%) 115 (5%) 1,417 (61%) 429 (18%)
Bengali 38 (6%) 62 (10%) 26 (4%) 225 (35%) 293 (45%)
English 64 (16%) 10 (3%) 21 (5%) 300 (75%) 3 (1%)
Hindi 84 (21%) 29 (7%) 10 (3%) 259 (65%) 17 (4%)
Malayalam 42 (7%) 9 (2%) 51 (8%) 474 (78%) 28 (5%)
Tamil 33 (11%) 11 (4%) 7 (2) 159 (53%) 88 (30%)


