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Abstract

A good translation should not only translate
the original content semantically, but also in-
carnate personal traits of the original text. For
a real-world neural machine translation (NMT)
system, these user traits (e.g., topic preference,
stylistic characteristics and expression habits)
can be preserved in user behavior (e.g., histor-
ical inputs). However, current NMT systems
marginally consider the user behavior due to:
1) the difficulty of modeling user portraits in
zero-shot scenarios, and 2) the lack of user-
behavior annotated parallel dataset. To fill this
gap, we introduce a novel framework called
user-driven NMT. Specifically, a cache-based
module and a user-driven contrastive learning
method are proposed to offer NMT the ability
to capture potential user traits from their histor-
ical inputs under a zero-shot learning fashion.
Furthermore, we contribute the first Chinese-
English parallel corpus annotated with user
behavior called UDT-Corpus. Experimental
results confirm that the proposed user-driven
NMT can generate user-specific translations. !

1 Introduction

In recent years, neural machine translation (NMT)
models (Sutskever et al., 2014; Luong et al., 2015;
Vaswani et al., 2017) have shown promising qual-
ity and thus increasingly attracted users. When
drawing on a translation system, every user has
his own traits, including topic preference, stylistic
characteristics, and expression habits, which can
be implicitly embodied in their behavior, e.g., the
historical inputs of these users. A good transla-
tion should implicitly mirror user traits rather than
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[polite, formal, gentle] [cheerful, outgoing, active)
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AHET! AKHET!

That is amazing ! Cool !

Figure 1: An example in which user traits leads to
synonymous yet stylistically different translations.

merely translate the original content, as the exam-
ple shown in Figure 1. However, current NMT
models are mainly designed for the semantic trans-
formation between the source and target sentences
regardless of subtle traits with respect to user be-
havior. It can be said that the effect of user behavior
on translation modeling is still far from utilization,
which, to some extent, limits the applicability of
NMT models in real-world scenarios.

More recently, several studies have shown that
the prominent signals in terms of personal char-
acteristics can be served as inductive biases and
reflected in translation results using domain adapta-
tion approaches, such as personality (Mirkin et al.,
2015), gender (Rabinovich et al., 2017), and po-
liteness (Sennrich et al., 2016a). However, previ-
ously explored signals characterize users from a
single dimension, which insufficiently represent
fine-grained user traits. Furthermore, Michel and
Neubig (2018) pay their attention to personalized
TED talk translation, in which they train a speaker-
specific bias to revise the prediction distribution. In
contrast with these studies, our work investigates a
more realistic online scenario: a real-world MT sys-
tem serves extensive users, where the user-behavior
annotated data covering all users is unavailable.
Previous methods (Mirkin et al., 2015; Michel and
Neubig, 2018) require the users in the training set
and the test set to be consistent, therefore can not
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deal with this zero-shot issue.

Starting from this concern, we explore user-
driven NMT that generates personalized transla-
tions for users unseen in the training dataset ac-
cording to their behavior. Specifically, we choose
the historical inputs to represent user behavior
since they can not only be easily obtained in the
real-world scenarios, but also reflect the topic
preference, stylistic characteristic, and context of
user. Moreover, compared with pre-defined or user-
specific labels, historical inputs can be updated
with current source sentences, which is also in line
with realistic scenario.

In this work, we propose a novel framework for
this task, where the NMT model is equipped with
a cache module to restore and update historical
inputs. Besides, in order to further transfer the
traits from the seen users to the unseen ones, we
design a regularization framework based on con-
trastive learning (Bose et al., 2018; Yang et al.,
2019), which forces our model to decrease the
divergence between translations of similar users
while increasing the diversity on dissimilar users.

In order to further train and assess the pro-
posed framework, we construct a new User-Driven
Machine Translation dataset called UDT-Corpus.
This corpus consists of 6,550 users with totally
57,639 Chinese sentences collected from a real-
world online MT system. Among them, 17,099
Chinese sentences are annotated with their English
translations by linguistic experts according to the
user-specific historical inputs. Experimental results
demonstrate that the proposed framework facili-
tates the translation quality, and exactly generates
diverse translations for different users.

To summarize, major contributions of our work
are four-fold:

* We introduce and explore user-driven NMT
task that leverages user behavior to enhance
translation model. We hope our study can
attract more attention to explore techniques
on this topic.

* We propose a novel framework for user-driven
NMT based on cache module and contrastive
learning, which is able to model user traits in
zero-shot scenarios.

* We collect UDT-Corpus and make it publicly
available, which may contribute to the subse-
quent researches in the communities of NMT
and user-driven models.

» Extensive analyses indicate the effectiveness

of our work and verify that NMT can profit
from user behavior to generate diverse trans-
lations conforming to user traits.

2 Related Work

This section mainly includes the related studies
of personalized machine translation, cache-based
NMT and contrastive learning for NMT.

Personalized Machine Translation Recently,
some researchers have employed domain adapta-
tion (Zhang et al., 2019; Gururangan et al., 2020;
Yao et al., 2020) to generate personalized transla-
tions. For example, Mirkin et al. (2015) show that
the translation generated by the SMT model has an
adverse effect on the prediction of author personal-
ities, demonstrating the necessity of personalized
machine translation. Furthermore, Sennrich et al.
(2016a) control the politeness in the translation by
adding a politeness label on the source side. Rabi-
novich et al. (2017) explore a gender-personalized
SMT system that retains the original gender traits.
These domain labels represent users in single di-
mension separately, which are insufficient to distin-
guish large-scale users in a fine-grained way. The
most correlated work to ours is Michel and Neu-
big (2018) which introduces a speaker-specific bias
into the conventional NMT model. However, these
methods are unable to deal with users unseen at
the training time. Different from them, user-driven
NMT can generate personalized translations for
these unseen users in a zero-shot manner.

Cache-Based Machine Translation Inspired by
the great success of cache on language model-
ing (Kuhn and de Mori, 1990; Goodman, 2001;
Federico et al., 2008), Nepveu et al. (2004) propose
a cache-based adaptive SMT system. Tiedemann
(2010) explore a cache-based translation model
that fills the cache with bilingual phrase pairs ex-
tracted from previous sentence pairs in a document.
Bertoldi et al. (2013) use a cache mechanism to
achieve online learning in phrase-based SMT. Gong
et al. (2011), Kuang et al. (2018), and Tu et al.
(2018) further exploit cache-based approaches to
leverage contextual information for document-level
machine translation. Contrast with the document-
level NMT that learns to capture contextual infor-
mation, our study aims at modeling user traits, such
as, topic preference, stylistic characteristics, and ex-
pression habits. Moreover, historical inputs of user
has relatively fewer dependencies than the contexts
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used in document-level translation.

Contrastive Learning for NMT Contrastive
learning has been extensively applied in the com-
munities of computer vision and natural language
processing due to its effectiveness and generality
on self-supervised learning (Vaswani et al., 2013;
Mnih and Kavukcuoglu, 2013; Liu and Sun, 2015;
Bose et al., 2018). Towards raising the ability of
NMT in capturing global dependencies, Wiseman
and Rush (2016) first introduce contrastive learn-
ing into NMT, where the ground-truth translation
and the model output are considered as the positive
and contrastive samples, respectively. Yang et al.
(2019) construct contrastive examples by deleting
words from ground-truth translation to reduce word
omission errors in NMT. Contrast to these studies,
we employ contrastive learning to create broader
learning signals for our user-driven NMT model,
where the prediction distribution of translations
with respect to similar users and dissimilar users
are considered as positive and contrastive samples,
respectively. Thus, our model can better transfer
the knowledge of the seen users to the unseen ones.

3 User-Driven Translation Dataset

In order to build a user-driven NMT system, we
construct a new dataset called UDT-Corpus con-
taining 57,639 inputs of 6,550 users, 17,099 among
them are Chinese-to-English translation examples.

3.1 Data Collection and Preprocessing

We collect raw examples from Alibaba Translate?
which contain the user inputs and the translations
given by the translation system.

For data preprocessing, we first anonymize data
and perform data deduplication within each user.
Then, we utilize a pre-trained n-gram language
model KenLM? to filter out translation examples
with low-quality source data. Moreover, we remove
such pairs whose source sentence is shorter than 2
words or longer than 100 words.

3.2 Data Annotation

In the corpus, we represent each translation ex-
ample as a triplet (X, Y HW) where H®
is the historical inputs of the user u, X (4) is the
current source sentence and Y (%) is the target trans-
lation sentence annotated with H(“). To obtain
https://www.aliyun.com/product/ai/

base_alimt
*https://github.com/kpu/kenlm.

such a triplet, we first sequentially sample up to 10
source sentences which are the historical inputs of
each user. Then, for the given historical inputs, we
collect their followed source input paired with the
pseudo translation given by the translation system.
Afterwards, we assign these historical inputs and
the current input pairs to two professional anno-
tators and ask them to revise the pseudo transla-
tion according to the source sentence and historical
inputs. Specifically, we first ask one of them to
annotate and the other to evaluate, and then resolve
annotation disagreements by reviewing. During
annotation, 91.8% of the original data are revised.
Moreover, annotators are asked to record whether
their revision is affected by user history. The result
shows that 76.25% of the sentences are impacted.

4 User-Driven NMT Framework

In this section, we first give a brief description
about the problem formulation of user-driven NMT,
and then introduce our proposed framework in de-
tail. We choose Transformer (Vaswani et al., 2017)
as the basic NMT model due to its competitive per-
formance. In fact, our framework is transparent
and applicable to other NMT models.

Figure 2 illustrates the basic framework of the
proposed user-driven NMT. Most typically, we
equip the NMT model with two user-specific
caches to exploit user behavior for better translation
(See Section § 4.2). Besides, we augment the con-
ventional NMT training objective with contrastive
learning, which allows the model to learn transla-
tion diversity across users (See Section § 4.3).

4.1 Problem Formulation

Given the source sentence X and the previously
generated words Y.; = y1,...,4;—1, the conven-
tional NMT model with parameter 6 predicts the
current target word y; by P (y;|X,Y<;;0). As a
significant extension of conventional NMT, user-
driven NMT with parameter # aims to model

P (yz(u) ]X(“), Y<(1;) LU 9), that is, generates the
translation that can reflect the traits of user u. Un-
like previous studies (Mirkin et al., 2015; Michel
and Neubig, 2018) only caring for generating trans-
lations for users seen at the training time, our user-
driven NMT mainly focuses on a more realistic
online MT scenario, where the users for testing
are unseen in the training dataset. Moreover, the
conventional domain adaptation methods can not
be directly applied to this zero-shot scenario.
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Figure 2: The architecture of our user-driven NMT
model. We use the topic cache and context cache to cap-
ture the long-term and short-term user traits for user u
from corresponding historical inputs H(“), respectively.
Then, we combine the representations of two caches to
get a user behavior representation (%), which is fed
into the NMT model for personalized translation. Fur-
thermore, we use contrastive learning involving similar
user u and dissimilar user 4™ to increase the transla-
tion diversity among different users.

4.2 Cache-based User Behavior Modeling

Due to the advantages of cache mechanism on dy-
namic representations (Gong et al., 2011; Kuang
et al., 2018; Tu et al., 2018), we equip the con-
ventional Transformer-based NMT model with two
user-specific caches to leverage user behavior for
NMT: 1) topic cache ¢\* that aims at capturing
the global and long-term traits of user u; and 2)
context cache cgu), which is introduced to capture
the short-term traits from the recent source inputs
of user u. During this process, we focus on the
following three operations on cache:

Cache Representation In order to facilitate the
efficient computation of the user behavior encoded
by our caches, we define each cache as an em-
bedding sequence of keywords. We first calculate
TF-IDF values of input words, and then extract
words with TF-IDF weights higher than a prede-
fined threshold to represent user behavior.

Note that the calculation of TF-IDF value of a
word mainly depends on its frequency in the docu-
ment and inverse document frequency in the corpus.
Since two caches play different roles in the user-
driven NMT model, we identify keywords for two
caches based on different definitions of “document”

and “corpus”. Specifically, when constructing topic
cache cl(fu), we treat the historical inputs H(*) of
the user u as the “document” and the historical
inputs H®) of all users U as the “corpus”, then
define topic cache cgu) as an embedding sequence
of historical keywords. Unlike the topic cache,
for context cache cﬁu), we individually consider
the current source sentence X () and historical in-
puts H ) as the TE-IDF “document” and “corpus”,
defining c§“)
keywords.

Besides, in the real-world MT scenario, there
exists a large number of users without any historical
input. For these users, we find the most similar
user according to the cosine similarity based on
their TF-IDF bag-of-word representations of topic
keywords, and initialize the corresponding topic

cache with that of the most similar user.

as an embedding sequence of current

Updating Caches When using an online MT sys-
tem, users often continuously input multiple sen-
tences. Thus, our caches should be dynamically
updated to ensure the accurate encoding of user
behavior.

To update topic cache, we first recalcualte the
TF-IDF values of all historical input words, so as to
redetermine the keywords stored in this cache. As
for context cache, we consider it as a filter window
sliding across historical inputs, and apply first-in-
first-out rule to replace its earliest keywords with
the recently input ones.

Reading from Caches During the translation of

the NMT model, we perform a gating operation on
(w) (w)

¢; ~and ¢; ', producing a vector r() that reflects
user behavior as follows:
r® = azt 4 (1 - a)e® (1)
a = Sigmoid(W,a\™ + W,e™),  (2)
Egu) = MeanPooling [cgu)} , 3)
) = MeanPooling {cgu)} , 4)

where both W, and W, are learnable parameter ma-
trices. Then, we directly add r(*) into the embed-
ding sequence of original current source sentence
X ), forming a source embedding sequence with
user behavior as follows:

Finally, the NMT model is fed with X (u) to gen-
erate the translation for u. Due to the limitation
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of pages, we omit the detailed descriptions of the
NMT model. Please refer to Vaswani et al. (2017)
for the details.

4.3 Model Training with a Contrastive Loss

Given training instances (X ()Y@ H®) we
train the user-driven NMT model using the follow-
ing objective function:

L= Emle + Ecl- (6)

Here, L is the maximum likelihood translation
loss extended from the conventional NMT training
objective. Formally, it is defined as:
<(z )’ H (U) 0)
(7)
L is a triplet-margin-based constrastive loss,
which allows the NMT model to learn the trans-
lation diversity across users.

Specifically, for an input sentence, an ideal user-
driven NMT model should be able to generate trans-
lations with non-divergent user traits for similar
users, while producing translations with diverse
user traits for dissimilar users. However, using
only L. cannot guarantee this since it separately
considers each training instance during the model
training. To deal with this issue, for each training
instance (X, Y () H(®) we first determine the
most similar user v+ according to the cosine sim-
ilarity based on their bag-of-keyword representa-
tions, and randomly select a user without any same
keyword as the dissimilar user v~ of u. Finally,
using historical inputs of u™ and ™, we construct
several pseudo training instances to define L as
follows:

cl = E rnax

uelU

—d(X

Lole = Z log P( |X

i

Xy g gty (g)

@y g gy 4q,0],

where d <X(“), y W) H(U*))

YW g ))
B

)

‘Y(u > o8P (1 x

|Y(u)|ZlogP<yi DCRGRN:

and 7 is a predefined threshold, which is set to 2 in
our experiments. Here, we omit the definition of

Train Dev | Test

#user 5,350 600 600
#historical input 33,441 | 3,629 | 3,470
#current sentence pairs | 14,006 | 1,557 | 1,536

Table 1: Dataset for fine-tuning experiments.

d (X(U)7 Yy, g, H(“_)>, which is similar to

d ( X y @) ) H(uﬂ),

Formally, £ will encourage the NMT model
to minimize the prediction difference between
the training instances (X, Y(®) H®) and
(X y® F@)) and maximize the difference
between the training instances (X (), Y [H®)
and (X Y@ H®))  In this way, the NMT
model can not only exploit pesudo training in-
stances, but also produce more consistent trans-
lations with user traits.

5 Experiments

In this section, we carry out several groups of ex-
periments to investigate the effectiveness of our
proposed framework on UDT-Corpus.

5.1 Setup

We develop the user-driven NMT model based on
Open-NMT Transformer (Klein et al., 2017), and
adopt a two-stage strategy to train this model: we
first pre-train a Transformer-based NMT model
on the WMT2017 Chinese-to-English dataset, and
then fine-tune this model to our user-driven NMT
model using UDT-Corpus.

Datasets The WMT2017 Chinese-to-English
dataset is composed of the News Commentary v12,
UN Parallel Corpus v1.0, and CWMT corpora, with
totally 25M parallel sentences. To fine-tune our
model, we split UDT-Corpus into training, valida-
tion and test set, respectively. Table 1 provides
more detailed statistics of these datasets. To im-
prove the efficiency of model training, we train the
model using only parallel sentences with no more
than 100 words. Following common practices, we
employ byte pair encoding (Sennrich et al., 2016b)
with 32K merge operations to deal with all sen-
tences.

Training Details Following Vaswani et al.
(2017), we use the following hyper-parameters: the
word embedding dimension is set to 512, the hid-
den layer dimension is 2048, the layer numbers of
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both encoder and decoder are set to 6, and the num-
ber of attention heads is set to 8. Besides, we use
4 GPUs for training. At the pre-training stage, we
employ the Adam optimizer with 52 = 0.998. We
use the batch size of 16,384 tokens and pre-train
the model for 200,000 steps. Particularly, we adopt
the dropout strategy (Srivastava et al., 2014) with
rate 0.1 to enhance the robustness of our model.
When fine-tuning the model, we keep the other
settings consistent with the pre-training stage, but
reduce the batch size to 2048 tokens and fine-tune
the model with early-stopping strategy.

Evaluation We assess the translation quality
with two metrics: one is case-insensitive BLEU
(mteval-vl3a.pl, Papineni et al., 2002)* and the
other is METEOR? (Denkowski and Lavie, 2011).

5.2 Baselines

We represent our user-driven NMT model as UD-
NMT and compare it with the following baselines:
e TF. Itis a Transformer-based NMT model pre-
trained on the WMT2017 corpus. This model
yields 24.61 BLEU score on WMT2017
Chinese-to-English translation task, which
is comparable with reported results in (Wan
et al., 2020; Zhou et al., 2020), which makes

our subsequent experiments convincing.

* TF-FT. This model is also a Transformer-
based NMT model that is further fine-tuned
on the parallel sentences of UDT-Corpus.

* TF-FT + PesuData. This model is a variant
of TF-FT. When constructing it, we pair his-
torical inputs with their translations produced
by our online translation system, forming ad-
ditional data for fine-tuning TF-FT.

e TF-FT + ConcHist (Tiedemann and Scher-
rer, 2017). In this model, we introduce user
behavior into TF-FT by concatenating each
input sentence with several historical inputs.
We mark all tokens in historical inputs with
a special prefix to indicate that they are addi-
tional information.

* TF-FT + UserBias (Michel and Neubig,
2018). It introduces user-specific biases to
refine softmax-based predictions of Trans-
former NMT model. We change it to a zero-
shot method similar to (Farajian et al., 2017)

‘nttps://github.com/moses-smt/
mosesdecoder/blob/master/scripts/
generic/multi-bleu.perl

‘https://github.com/cmu-mtlab/meteor

330, 330
329( 329+

8t sl
2 27l o n7l
= a6l = a6l
a2 2
sl Rs|
4| 24l
03 i i ; i 03

5 15 25 35 45 5 15 25 35 45
(a) Topic Cache Size s; (s;=35) (b) Context Cache Size s (s,=25)

Figure 3: Effects of cache size on translation quality.

Model | BLEU | METEOR

w/o user behavior
TF 27.52 44.05
TF-FT 28.61 45.35
TF-FT + PesuData | 29.02 45.40

w/ user behavior
TF-FT + ConcHist | 30.85 46.08
TF-FT + UserBias | 31.36 46.79
UD-NMT 32.35 48.20

Table 2: Main results on UDT-Corpus. “w/o”, “w/”

denote “without” and “with”, respectively.

since (Michel and Neubig, 2018) can not be

directly applied to our scenario. In particular,

we replace the user ID in the test set with that

of the most similar user in the training set.
Note that the first two baselines, e.g., TF and TF-
FT, are conventional NMT models without exploit-
ing user behavior.

5.3 Effect of Cache Sizes

Since cache size directly determines the utility of
user behavior, we investigate its effect on the perfor-
mance of UD-NMT. We denote the sizes of topic
cache and context cache as s; and s, for simplicity.

Figure 3 lists the performance of our model with
different s; and s. on validation set. We observe
that s; larger than 25 and s larger than 35 do not
lead to significant improvements. For this result,
we speculate that small cache sizes are unable to
capture sufficient user behavior for NMT. However,
since the number of keywords are limited, larger
cache sizes only bring limited information gain.
Therefore, we directly use s; = 25 and s, = 35 in
the subsequent experiments.

5.4 Main Results

From Table 2, we observe that our UD-NMT model
consistently outperforms all baselines in terms of
two metrics. Moreover, we draw several interesting
conclusions:
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Model BLEU} | METEOR? | s-BLEU? | d-BLEU? | s-Sim.| | d-Sim.}
UD-NMT 32.35 48.20 32.17 32.23 93.18 80.10
w/o topic cache 31.88f 48.00 - - - -
w/o context cache 31.86f 47.841 31.94f 31.58f 88.61 69.32
w/o similar user initialization | 32.02 48.14 31.86f 31.13% 93.54" | 80.16
w/o contrastive learning 32.00 48.09 31.88f 31.94 93.49f | 81.59f

Table 3: Ablation Study. 1: higher is better, |: lower is better.

Since the user similarity is calculated based on

the topic keywords, the model can not find similar user and dissimilar user without it. Thus w/o fopic cache does
not have the s-BLEU, s-Sim., d-BLEU and d-Sim.. i/f: indicates the drop of translation quality is statistically

significant comparing to “UD-NMT” (p<0.01/0.05).

1) All NMT models leveraging user behavior sur-
pass vanilla models, including TF, TF-FT, showing
that user behavior is useful for NMT.

2) UD-NMT exhibits better than TF-FT + Pesu-
Data, which uses the same training data as ours.
The underlying reason is that UD-NMT can lever-
age user traits to generate better translations.

3) Although both TF-FT + UserBias and UD-
NMT exploit user behavior for NMT, UD-NMT
achieves better performance than TF-FT + User-
Bias without introducing extra parameters. This
result demonstrates the advantage of cache on mod-
eling user behavior than introducing user-specific
biases into model parameters.

5.5 Ablation Study

To explore the effectiveness of different compo-
nents in our model, we further compare UD-NMT
with its several variants, as shown in Table 3.

Particularly, we propose to evaluate translations
using the following variant metrics: s-BLEU, s-
Sim., d-BLEU and d-Sim.. When using s-BLEU,
we replace the topic cache of current user with
that of his most similar user. Keeping the same
current input, we calculate the BLEU score with
ground-truth as reference and the translation for
this similar user as hypothesis. As for s-Sim., we
adopt the same strategy as s-BLEU, but use the
translation for original user as reference to evaluate
the BLEU score. In other words, s-BLEU and d-
BLEU assesses the translation quality given unsuit-
able user. Therefore, higher s-BLEU and d-BLEU
indicates better model robustness, while s-BLEU
and d-BLEU measures how much the translation
changes given different user. Thus lower s-Sim.
and d-Sim. show larger translation diversity.

Our conclusions are shown as follows:

1) w/o topic cache. To build this variant, we
remove topic cache from our model. The result in
Line 2 indicates that removing topic cache leads to

a performance drop, suggesting that topic cache is
useful for modeling user behavior.

2) w/o context cache. Unlike the above variant,
we only use topic cache to represent user traits in
this variant. According to the results shown in Line
3, we observe that this change results in a signif-
icant performance decline of our model, demon-
strating that context cache also effectively captures
user behavior for NMT. However, the translation
diversity among users increases since the model
will not be affected by the context cache in this
variant, which is the same between different users
when calculating s-Sim. and d-Sim..

3) w/o similar user initialization. In this variant,
we do not initialize topic caches of the users with-
out historical inputs using that of the most similar
users. From Line 4, we observe that the perfor-
mance of our model degrades without similar user
initialization.

4) w/o contrastive learning. In this variant,
we remove the contrastive learning from the
whole training objective to inspect the performance
change of our model. As shown in Line 4, the
performance of our model drops, proving that the
contrastive learning is important for the training of
our model.

Moreover, we can infer from Column 6 and 7
that our model can generate diverse translations.
Specifically, the translations of dissimilar users has
larger diversity than that of similar ones. Further-
more, we conclude that our model is robust, since
it still performs well when we replace the topic
cache of current user with those of other users (See
Column 4 and 5).

5.6 Analysis of Contrastive Margin

Inspired by Yang et al. (2019), we argue that the
contrastive learning may increase the prediction di-
versity of our model between users compared with
using the MLE loss. To confirm this, we randomly
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Sre BB AT R , A8 orf 584K | Y230 Marrs A% i A D8 W] It SZ o s R FIDES 67 R ISR
Ref Gene chip analysis found out that in multiple CRF mutants, many genes regulated by type b arrs were also negatively
regulated by the modulators of CRFs.
Topic Cache | K (trojan) |#aFe (fisherman) | BiGfi (cleaning cloth) | HHL (earphone) | W% (bluetooth)
User A . . . o ati e
Translation l((})e]n:e chip analysis found that in the CRF mutant , many genes regulated by b arrs are also negatively fed by CRFs
ning .
Topic Cache | Z# (ethylene) | ffif (extension) | gk (promote) |3 (gene) | HKFE (auxin) | I (regulate)
User B Translation Gene chip analysis found that in the CRF mutant , many genes regulated by type b arrs are also subject to negative
feedback adjustment by CRFs modulating agents .

(a) Translations of UD-NMT given different user traits. Words highlighted in green indicate the unnatural or awkward translations.

Historical inputs Color White, Black)

HORHEA> B4 A% M et &R eE Bt B, B4 (Fabric Composition Spandex Style Sexy Type Jumpsuit

2020 FRAZak s NE W 3 B AN E L Vi m S AR B 4 K A% (2020 Autumn and Winter New Hong Kong Style
Retro Drop Sleeves Jacket Female Loose Student Plush Crop Top)

Sre AL ORI R B , 15381 I

Ref Oxford Fabric Waterproof and Wear Resistant, 15 Inch in Size

TF-FT + PesuData

Oxford Textile Fabrics Waterproof and Waterproof, 15 Inches Size

TF-FT + UserBias

Oxford Woven Fabric is Waterproof and Resistant, 15 Inches in Size

UD-FT

Oxford Woven Fabric Waterproof and Wear - Resistant, 15 Inch Size

(b) Translations of different models. Words highlighted in red are incorrect translations.

Figure 4: Two examples of user-driven machine translation.

sample 300 examples from the training dataset, and
compute the following margin:

A = [aD ()=t ()] = [aln) (O —din ()]

mle mle

where d(*")(-) is defined in Equation 9. The defini-
tion of d*;) (+) is the same with d(-), the only dif-

ference lriglsein that the NMT model is only trained
by the conventional MLE loss. We find that d(-)
has a larger margin than dpe(-) on 88% of sam-
pled sentence pairs, with an average margin of 0.19.
The results indicate again that the contrastive learn-

ing increases the translation diversity.

5.7 Qualitative Analysis

In order to intuitively understand how our cache
module exactly affects the translations, we feed
our model with the same current source sentence
but different users, and display the 1-best transla-
tions generated by our model. As shown in the
Figure 4 (a), our model is able to produce correct
but diverse translations according to different topic
caches. Moreover, it is interesting to observe that
specific topic keywords such as “type b arr”, “neg-
atively regulated” and “modulators” are translated
to synonymous but “out-of-domain” phrases if the
topic cache does not conform to input sentence. On
the contrary, the model conversely generates “in-
domain” translation if the topic cache comes from
the same topic of input sentence.

Correlation Order Proportion
UD-NMT > TF-FT + PesuData 86%
UD-NMT > TF-FT + UserBias 74%

Table 4: The proportion of translations more related to
historical inputs assessed by human translators. A >
B indicates the translations generated by A system is
more correlated to history inputs.

Besides, to further reveal the effect of user behav-
ior, we provide an example in Figure 4 (b), which
lists different translations by compared models for
the same inputs. The historical inputs indicate that
this user may be an apparel seller, since his histori-
cal inputs contain the product titles and descriptions
of clothing. Thus, the keywords “Wear Resistant”
in the source sentence are correlated with this user.
However, two baselines translate it to “Waterproof”
and “Resistant”, respectively. Moreover, TF-FT
+ UserBias generates a subject—verb—object struc-
tured sentence by adding the auxiliary verb “is”,
which does not conform to the expression habit of
the product title. By contrast, with the hint of the
keywords in historical inputs, our UD-NMT is able
to produce suitable translation consistent with the
topic preference of this user.

5.8 Manual Evaluation

To further find out weather the improvements of
our model are contributed by user traits, we ran-
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domly sample 100 examples from the test dataset
and ask the linguist experts to sort different systems
according to the relevance between the generated
translations and the historical input. The results in
Table 4 show that our model can generate transla-
tions more in line with history inputs than baseline
models in most cases, proving that our method can
make better use of user traits.

6 Conclusion

We propose user-driven NMT task, which aims
to leverage user behavior to generate personalized
translations. With the help of cache module and
contrastive estimation, we successfully build an
end-to-end NMT model that is able to capture
potential user traits from their historical inputs
and generate diverse translations under a zero-shot
learning fashion. Furthermore, we contribute UDT-
Corpus, which is the first Chinese-English parallel
corpus annotated with user behavior. We expect
our study can attract more attention towards this
topic. It is a promising direction to explore other
behavior in future, such as clickthrough and editing
operations. Moreover, following recent advance-
ments in domain adaptation for NMT, we plan to
further improve our model via adversial training
based knowledge transfer (Zeng et al., 2018; Yao
et al., 2020; Su et al., 2021) and dual knowledge
transfer (Zeng et al., 2019).
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