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Abstract

While state-of-the-art NLP models have been
achieving the excellent performance of a wide
range of tasks in recent years, important ques-
tions are being raised about their robustness
and their underlying sensitivity to systematic
biases that may exist in their training and test
data. Such issues come to be manifest in per-
formance problems when faced with out-of-
distribution data in the field. One recent so-
lution has been to use counterfactually aug-
mented datasets in order to reduce any reliance
on spurious patterns that may exist in the orig-
inal data. Producing high-quality augmented
data can be costly and time-consuming as it
usually needs to involve human feedback and
crowdsourcing efforts. In this work, we pro-
pose an alternative by describing and evalu-
ating an approach to automatically generating
counterfactual data for the purpose of data aug-
mentation and explanation. A comprehensive
evaluation on several different datasets and us-
ing a variety of state-of-the-art benchmarks
demonstrate how our approach can achieve sig-
nificant improvements in model performance
when compared to models training on the orig-
inal data and even when compared to models
trained with the benefit of human-generated
augmented data.

1 Introduction

Deep neural models have recently made remark-
able advances on sentiment analysis (Devlin et al.,
2018; Liu et al., 2019; Yang et al., 2019; Xie et al.,
2020). However, their implementation in practical
applications still encounters significant challenges.
Of particular concern, these models tend to learn in-
tended behavior that is often associated with spuri-
ous patterns (artifacts) (Jo and Bengio, 2017; Slack

et al., 2020a). As an example, in the sentence
“Nolan’s films always shock people, thanks to his
superb directing skills”, the most influential word
for the prediction of a positive sentiment should be

“superb” instead of “Nolan” or “film”. The issue of
spurious patterns also partially affects the out-of-
domain (OOD) generalization of the models trained
on independent, identical distribution (IID) data,
leading to performance decay under distribution
shift (Quionero-Candela et al., 2009; Sugiyama
and Kawanabe, 2012; Ovadia et al., 2019).

Researchers have recently found that such con-
cerns about model performance decay and social
bias in NLP come about out-of-domain because
of a sensitivity to semantically spurious signals
(Gardner et al., 2020), and recent studies have un-
covered a problematic tendency for gender bias in
sentiment analysis (Zmigrod et al., 2019; Maudslay
et al., 2019; Lu et al., 2020). To this end, one of
the possible solutions is data augmentation with
counterfactual examples (Kaushik et al., 2020) to
ensure that models learn real causal associations
between the input text and labels. For example,
a sentiment-flipped counterfactual of last exam-
ple could be “Nolan’s movies always bore peo-
ple, thanks to his poor directorial skills.”. When
added to the original set of training data, such kinds
of counterfactually augmented data (CAD) have
shown their benefits on learning real causal asso-
ciations and improving the model robustness in
recent studies (Kaushik et al., 2020, 2021; Wang
and Culotta, 2021). Unlike gradient-based adver-
sarial examples (Wang and Wan, 2019; Zhang et al.,
2019; Zang et al., 2020), which cannot provide a
clear boundary between positive and negative in-
stances to humans, counterfactuals could provide

“human-like” logic to show a modification to the
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input that makes a difference to the output classifi-
cation (Byrne, 2019).

Recent attempts for generating counterfactual
examples (also known as minimal pairs) rely on
human-in-the-loop systems. Kaushik et al. (2020)
proposed a human-in-the-loop method to generate
CAD by employing human annotators to generate
sentiment-flipped reviews. The human labeler is
asked to make minimal and faithful edits to produce
counterfactual reviews. Similarly, Srivastava et al.
(2020) presented a framework to leverage strong
prior (human) knowledge to understand the possi-
ble distribution shifts for a specific machine learn-
ing task; they use human commonsense reasoning
as a source of information to build a more robust
model against spurious patterns. Although useful
for reducing sensitivity to spurious correlations,
collecting enough high-quality human annotations
is costly and time-consuming.

The theory behind the ability of CAD to improve
model robustness in sentiment analysis is discussed
by Kaushik et al. (2021), where researchers present
a theoretical characterization of the impact of noise
in causal and non-causal features on model gener-
alization. However, methods for automatically gen-
erating CAD have received less attention. The only
existing approach (Wang and Culotta, 2021) has
been tested on the logistic regression model only,
despite the fact that recent state-of-the-art methods
for sentiment classification are driven by neural
models. Also, their automatically generated CAD
cannot produce competitive performance compared
to human-generated CAD. We believe that their
method does not sufficiently leverage the power of
pre-trained language models and fails to generate
fluent and effective CAD. In addition, the relation-
ships between out-of-domain generalization and
sensitivity to spurious patterns were not explicitly
investigated by Wang and Culotta (2021).

To address these issues, we use four benchmark
datasets (IMDB movie reviews as hold-out test
while Amazon, Yelp, and Twitter datasets for out-
of-domain generalization test) to further explore
the efficacy of CAD for sentiment analysis. First,
we conduct a systematic comparison of several
different state-of-the-art models (Wang and Cu-
lotta, 2021). This reveals how large Transformer-
based models (Vaswani et al., 2017) with larger
parameter sizes may improve the resilience of ma-
chine learning models. Specifically, we have found
that for increasing parameter spaces, CAD’s per-

formance benefit tends to decrease, regardless of
whether CAD is controlled manually or automat-
ically. Second, we introduce a novel masked lan-
guage model for helping improve the fluency and
grammar correctness of the generated CAD. Third,
we add a fine-tuned model as a discriminator for
automatically evaluating the edit-distance, using
data generated with minimal and fluent edits (same
requirements for human annotators in Kaushik et al.
(2020)) to ensure the quality of generated counter-
factuals. Experimental results show that it leads to
significant prediction benefits using both hold-out
tests and generalization tests.

To the best of our knowledge, we are the first to
automatically generate counterfactuals for use as
augmented data to improve the robustness of neural
classifiers, which can outperform existing, state-of-
the-art, human-in-the-loop approaches. We will
release our code and datasets on GitHub 1.

2 Related Work

This work mainly touches on three important ar-
eas: approaches to evaluation that go beyond tradi-
tional accuracy measures (Bender and Koller, 2020;
Warstadt et al., 2020), the importance of counterfac-
tuals in eXplainable AI (XAI) (Byrne, 2019; Keane
and Smyth, 2020), and out-of-domain generaliza-
tion in sentiment analysis (Kim and Hovy, 2004;
Zhang et al., 2018; Zhang and Zhang, 2019).

There has been an increasing interest in the role
of Robustness Causal Thinking in ML, often by
leveraging human feedback. Recently, some of the
standard benchmark datasets have been challenged
(Gardner et al., 2020; Ribeiro et al., 2020), in which
the model performance is significantly lower on
contrast sets than on original test sets; a difference
of up to 25% in some cases. Researchers propose
counterfactual data augmentation approaches for
building robust models (Maudslay et al., 2019; Zmi-
grod et al., 2019; Lu et al., 2020), and find that
spurious correlations threaten the model’s validity
and reliability. In an attempt to address this prob-
lem, Kaushik et al. (2020) explore opportunities
for developing human-in-the-loop systems by us-
ing crowd-sourcing to generate counterfactual data
from original data, for data augmentation. Teney
et al. (2020) shows the continuous effectiveness of
CAD in computer vision (CV) and NLP.

The idea of generating Counterfactuals in XAI
1https://github.com/lijiazheng99/Counterfactuals-for-

Sentiment-Analysis
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Figure 1: Overview of previous CAD methods are shown on the left side, while the pipeline of our method is shown
on the right. Hierarchical RM-CT (removing the casual terms) and Hierarchical REP-CT (replacing the casual
terms) are our methods for automatically generating CAD, respectively. SCD denotes sampling and sensitivity of
contextual decomposition. Sentiment Dictionary refers to the opinion lexicon published by (Hu and Liu, 2004).

also shares important conceptual features with our
work. Since human counterfactual explanations are
minimal in the sense that they select a few relevant
causes (Byrne, 2019; Keane and Smyth, 2020) as is
the requirement of minimal edits in our generation
process. This has been explored more in the field of
CV (Goyal et al., 2019; Kenny and Keane, 2021),
but investigated less in NLP. Recent work (Jacovi
and Goldberg, 2020) highlight explanations of a
given causal format, and Yang et al. (2020a) gener-
ate counterfactuals for explaining the prediction of
financial text classification. We propose a similar
but different research question, that is, whether the
automatically generated counterfactual can be used
for data augmentation to build more robust mod-
els, which has not been considered by the previous
methods in XAI (Pedreschi et al., 2019; Slack et al.,
2020b; Yang et al., 2020b; Ding et al., 2020).

In the case of Sentiment Analysis, most of the
previous works report experiments using a hold-
out test on the IID dataset (Liu, 2012; Yang et al.,
2016; Johnson and Zhang, 2017). The current state-
of-the-art methods make use of large pre-trained
language models (e.g., BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019) and SMART-RoBERTa
(Jiang et al., 2020)) for calculating input represnta-
tions. It has been shown that these methods can
suffer from spurious patterns (Kaushik et al., 2020;
Wang and Culotta, 2021). Very recently, Wang and
Culotta (2021) provide a starting point for explor-
ing the efficacy of automatically generated CAD
for sentiment analysis, but it is still based on IID
hold-out tests only. However, spurious patterns
in the training and test sets could be tightly cou-
pled, which may limit the possibility of observing

their attendant accuracy issues using a hold-out test
methodology. For this reason, we designed an indi-
rect method for evaluating the robustness of models,
by comparing the performance of models trained on
original and augmented data using out-of-domain
data. The prediction benefit for out-of-domain data
should provide some evidence about whether a
model’s sensitivity to spurious patterns has been
successfully mitigated. The resulting counterfactu-
als can be used for data augmentation and can also
provide contrastive explanations for classifiers, and
important and desirable consideration for the re-
cent move towards more XAI (Ribeiro et al., 2016;
Lundberg and Lee, 2017; Lipton, 2018; Pedreschi
et al., 2019; Slack et al., 2020b).

3 Detailed Implementation

We propose a new approach for automatically gen-
erating counterfactuals to enhance the robustness
of sentiment analysis models by inverting the sen-
timent of causally important terms according to
Algorithm 1 and based on the following stages:

1. The identification of genuine causal terms us-
ing self-supervised contextual decomposition
(Section 3.1).

2. Generating counterfactual samples by (a) RM-
CT (removing causal terms) and (b) REP-CT
(replacing the causal terms) (Section 3.2).

3. Selecting the human-like counterfactuals us-
ing MoverScore. (Zhao et al., 2019) (Section
3.3).

The end result will be a set of counterfactuals
that can be used to augment an existing dataset.
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3.1 Identifying Causal Terms
To identify causally important terms, we propose
a hierarchical method, based on the sampling and
sensitivity of contextual decomposition technique
from Jin et al. (2019), by incrementally remov-
ing words from a sentence in order to evaluate
the model’s sensitivity to these words. Significant
changes in model outputs suggest the removal of
important terms. For example, removing the word

“best” from “The movie is the best that I have ever
seen.”, is likely to alter a model’s sentiment predic-
tion more than the removal of other words from the
sentence; thus “best” is an important word with
respect to this sentence’s sentiment. In a similar
way, phrases beginning with negative pronouns will
likely be important; for instance, “not satisfy you”
is important in “This movie could not satisfy you”.

Given a word (or phrase starting with negative
limitations) w in the sentence s, the importance of
w can be calculated as in Equation 1 where s β\p
denotes the sentence that resulting after masking
out a single word (or a negative phrase as above).
We use l (s β\p; ŝ) to represent the model predic-
tion after replacing the masked-out context, while
ŝβ is a input sequence sampled from the input s. \p
indicates the operation of masking out the phrase p
in a input document D from the training set. The
specific candidate causal terms found by this mask-
ing operation vary for different prediction models.

φ(w, ŝ) = Esβ

[
l (s β; ŝβ)− l (s β\p; ŝβ)

l (s β; ŝβ)

]
(1)

3.2 Generating Human-like Counterfactuals
This approach and the scoring function in Equation
1 is used in Algorithm 1 in two ways, to generate
two types of plausible counterfactuals. First, it is
used to identify words to remove from a sentence to
produce a plausible counterfactual. This is referred
to as RM-CT and is performed by lines 3–5 in Al-
gorithm 1; for a sentence S(i), it’s correctly labeled
sentiment words are identified (line 3), and sorted
based on Equation 1 (line 4) with classifier C, and
the most important of these words is removed from
S(i) to produce S(i)

rm (line 5).
Second, the REP-CT technique instead replaces

each causally important sentiment word in S(i)

with an alternative word that has an opposing sen-
timent polarity (lines 6-11 in Algorithm 1). To do
this the words in S(i) are each considered for re-
placement in order of their importance (lines 6 & 7)

Algorithm 1 Generating plausible counterfactual
instances.
Input: Test document D(n)= {P1, P2, ..., Pn}, with corre-
sponding ground-truth labels Y, pre-trained Mask Language
Model MLM, fine-tuned transformer classifier C, Positive
Word Dictionaries POS, Negative Word Dictionaries NEG.
(pos and neg are predicates for positive and negative labels)
Output: Plausible counterfactual D(k)

cf = {D(k)
rep, D

(k)
rm}

1: for Pk in D(n) do
2: for S(i), Yi in Pk do
3: Ŝ(i) ←

{
w ∈ S(i) | (w ∈ POS ∧ Yi = pos)

∨ (w ∈ NEG ∧ Yi = neg)
}

4: S
(i)
sorted ← sort

(
Ŝ(i), key = φ(w, Ŝ(i))

)
(eq.1)

5: S
(i)
rm ← S

(i)
sorted[1 :]

6: S
(i)
rep ← S

(i)
sorted

7: for w ∈ S
(i)
rep do

8: Wp ←MLM
(
S

(i)

mask(w), S
(i)
rep

)
9: Wc ← {w ∈ Wp | (w ∈ POS ∧ Yi! =
pos) ∨ (w ∈ NEG ∧ Yi! = neg)

}
10: S

(i)
rep(w)← sort

(
Wc, key = φ(w,Wc)

)
[0]

11: end for
12: P

(k)
rm ← P

(k)
rm + S

(i)
rm

13: P
(k)
rep ← P

(k)
rep + S

(i)
rep

14: end for
15: D

(n)
rm ← D

(n)
rm + P

(k)
rm

16: D
(n)
rep ← D

(n)
rep + P

(k)
rep

17: end for
18: return D(n)

rm , D(n)
rep

to create a new sentence S(i)
rep. For each word w we

use a masked language model (MLM) to generate
a set of plausible replacements, Wp (line 8), and
a subset of these, Wc, as replacement candidates
if their sentiment is different from the sentiment
of S(i), which is given by Yi (line 9). Here we are
using the BERT-base-uncased as the pre-trained
MLM for SVM and BiLSTM models 1. The size
of candidate substitutions found by MLM output
is set to 100 for all models.Then, Wc is sorted in
descending order of importance using Equation 1
and the most important candidate is selected and
used to replace w in S(i)

rep (line 10).
Algorithm 1 continues in this fashion to gen-

erate counterfactual sentences using RM-CT and
REP-CT for each sentence in each paragraph of
the target document 2. It returns two counterfac-
tual documents, which correspond to documents
produced from the RM-CT and REP-CT sentences;
see lines 15–18.

The above approach is not guaranteed to always
generate counterfactuals. Typically, reviews that

1For Transformers-based models, we use their own pre-
trained MLM (e.g., RoBERTa and XLNet) as the generator.

2Generating one counterfactual edit for an IMDB instance
takes an average of ≈ 3.4 seconds based on the RoBERTa-
Large model.
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cannot be transformed into plausible counterfac-
tuals contain spurious associations that interfere
with the model’s predictions. For example, in our
method, the negative review “The film is pretty
bad, and her performance is overacted” will be
first modified as “The film is pretty good, and her
performance is lifelike”. The revised review’s pre-
diction will remain negative. Meanwhile, the word

“her” will be identified as a potential causal term. To
alleviate this problem, we further conduct the sub-
stitution of synonyms for those instances that have
been already modified with antonym substitution
by using causal terms. As an example, we will con-
tinue replacing the word “her” with “their” until
the prediction has been flipped; see also Zmigrod
et al. (2019) for related ideas.

In conclusion, then, the final augmented dataset
that is produced of three parts: (1) counterfactuals
generated by RM-CT; (2) counterfactuals generated
by REP-CT; (3) adversarial examples generated by
synonym substitutions.

3.3 Ensuring Minimal Changes

When generating plausible counterfactuals, it is
desirable to make minimal changes so that the
resulting counterfactual is as similar as possible
to the original instance (Miller, 2019; Keane and
Smyth, 2020). To evaluate this for the approach
described we use the MoverScore (Zhao et al.,
2019) – an edit-distance scoring metric originally
designed for machine translation – which confirms
that the MoverScore for the automatic CAD in-
stances is marginally higher when compared to
human-generated counterfactuals, indicated greater
similarity between counterfactuals and their orig-
inal instances. The MoverScore between human-
generated counterfactuals and original reviews is
0.74 on average (minimum value of 0.55) and our
augmented data results in a slightly higher average
score than human-generated data for all models.
The generated counterfactuals and synonym sub-
stitutions that achieve a MoverScore above 0.55
are combined with the original dataset for training
robust classifiers.

4 Datasets

Our evaluation uses three different kinds of
datasets, in-domain data, challenge data, and out-
of-domain data.

State-of-the-art Models SST-2 IMDB
SMART-RoBERTa (Jiang et al., 2020) 97.5 96.3
RoBERTa-Large (Liu et al., 2019) 96.7 96.3
RTC-attention (Zhang and Zhang, 2019) 90.3 88.7
Bi-LSTM 86.7 86.0

Table 1: The performance of state-of-the-art models in
sentiment analysis.

4.1 In-domain Data

We first adopt two of the most popular benchmark
datasets – SST-2 and IMDB (Maas et al., 2011) –
to show the recent advances on sentiment analysis
with the benefit of pre-trained models. However,
we mainly focus on the robustness of various mod-
els for sentiment analysis in this work, rather than
in-domain accuracy. Hence, following Wang and
Culotta (2021) and Kaushik et al. (2020), we per-
form binary sentiment classification experiments
on the IMDB dataset sampled from Maas et al.
(2011) that contains 1707 training, 245 validation,
and 488 testing examples with challenge dataset
(paired counterfactuals).

4.2 Challenge Data

Based on the in-domain IMDB data, Kaushik et al.
(2020) employ crowd workers not to label docu-
ments, but to revise movie review to reverse its
sentiment, without making any gratuitous changes.
We directly use human-generated counterfactuals
by Kaushik et al. (2020) as our challenge data, en-
forcing a 50:50 class balance.

4.3 Out-of-domain Data

We also evaluate our method on different out-of-
domain datasets, including Amazon reviews (Ni
et al., 2019) from six genres: beauty, fashion, ap-
pliances, gift cards, magazines, and software, a
Yelp review dataset, and the Semeval-2017 Twitter
dataset (Rosenthal et al., 2017). These have all
been sampled to provide a 50:50 label split. The
size of the training data has been kept the same for
all methods, and the results reported are the aver-
age from five runs to facilitate a direct comparison
with baselines (Kaushik et al., 2020, 2021).

5 Results and Discussions

We first describe the performance of the cur-
rent state-of-the-art methods on sentiment analysis
based on the SST-2 and IMDB benchmark datasets.
Next, we will discuss the performance benefits by
using our automatically generated counterfactuals
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Models Parameter Training / Testing data AC: (Our method)
O/O CF/O CF/CF O/CF C/O AC/O C/CF AC/CF

SVM(TF-IDF) - 80.0 58.3 91.2 51.0 83.7 84.8 87.3 86.1
Bi-LSTM 0.2M 79.3 62.5 89.1 55.7 81.5 82.2 92.0 88.5
Transformer-based Models
BERT [ICLR,2021] 110M 87.4 80.4 90.8 82.2 88.5 90.6 95.1 92.2
WWM-BERT-Large 335M 91.2 86.9 96.9 93.0 91.0 91.8 95.3 94.1
XLNet-Large 340M 95.3 90.8 98.0 93.9 93.9 94.9 96.9 95.5
RoBERTa-Large 355M 93.4 91.6 96.9 93.0 93.6 94.1 96.7 94.3

Table 2: The accuracy of various models for sentiment analysis using different datasets, including the human-
generated counterfactual data and counterfactual samples generated by our pipeline. O denotes the original IMDB
review dataset, CF represents the human-revised counterfactual samples, C denotes the combined dataset con-
sisting of original and human-revised dataset, and AC denotes the original dataset combined with automatically
generated counterfactuals. C and AC contain the same size of training samples (3.4K).

Original Samples Original Robust

Nolan’s film...superb
directing skills (POS)

superb:0.213
film:0.446
Nolan:0.028

0.627
0.019
0.029

It’s a poor film, but I
must give it to the lead
actress in this one (NEG)

poor:-0.551
film:-0.257
actress:-0.02

-0.999
-7e-7
-1e-6

Table 3: Less sensitivity to spurious patterns has been
shown in the robust BERT-base-uncased model.

on an in-domain test. We further compare our
method, human-label method, and two state-of-the-
art style-transfer methods (Sudhakar et al., 2019;
Madaan et al., 2020) in terms of the model robust-
ness on generalization test. Notably, we provide
an ablation study lastly to discuss the influence of
edit-distance for performance benefits.

5.1 State-of-the-art Models

As the human-generated counterfactuals (Kaushik
et al., 2020) are sampled from Maas et al. (2011),
the results in Table 1 cannot be directly compared
with Table 2 3. As shown in Table 1, by comparing
BiLSTM to Transformer-base methods, it can be
seen that remarkable advances in sentiment analy-
sis have been achieved in recent years. On SST-2,
SMART-RoBERTa (Jiang et al., 2020) outperforms
Bi-LSTM by 10.8% (97.5% vs. 86.7%) accuracy,
where a similar improvement is observed on IMDB
(96.3% vs. 86.0%).

According to the results, we select the following
models for our experiments, which covers a spec-
trum of statistical, neural and pre-trained neural
methods: SVM (Suykens and Vandewalle, 1999),
Bi-LSTM (Graves and Schmidhuber, 2005), BERT-
Base (Devlin et al., 2018), RoBERTa-Large (Liu
et al., 2019), and XLNet-Large (Yang et al., 2019).

3We can only get the human-generated counterfactual ex-
amples (Kaushik et al., 2020) sampled from the IMDB dataset.

The SVM model for sentiment analysis is from
scikit-learn and uses TF-IDF (Term Frequency-
Inverse Document Frequency) scores, while the
Transformer-based models are built based on the
Pytorch-Transformer package 4. We keep the pre-
diction models the same as Kaushik et al. (2020),
except for Naive Bayes, which has been abandoned
due to its high-variance performance shown in our
experiments.

In the following experiments, we only care about
whether the robustness of models has been im-
proved when training on the augmented dataset
(original data & CAD). Different counterfactual ex-
amples have been generated for different models in
terms of their own causal terms in practice, while
the hyper-parameters for different prediction mod-
els are all identified using a grid search conducted
over the validation set.

5.2 Comparison with Original Data

On the Influence of Spurious Patterns. As
shown in Table 2, we find that the linear
model (SVM) trained on the original and chal-
lenge (human-generated counterfactuals) data can
achieve 80% and 91.2% accuracy testing on the
IID hold-out data, respectively. However, the ac-
curacy of the SVM model trained on the original
set when testing on the challenge data drops dra-
matically (91.2% vs. 51%), and vice versa (80%
vs. 58.3%). Similar findings were reported by
Kaushik et al. (2020), where a similar pattern was
observed in the Bi-LSTM model and BERT-base
model. This provides further evidence supporting
the idea that the spurious association in machine
learning models is harmful to the performance on
the challenge set for sentiment analysis.

4https://github.com/huggingface/
pytorch-transformers

https://github.com/huggingface/pytorch-transformers
https://github.com/huggingface/pytorch-transformers
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On the Benefits of Robust BERT. As shown
in Table 3, we also test whether the sensitivity to
spurious patterns has been eliminated in the robust
BERT model. We notice that the correlations of the
real causal association “superb” and “poor” are
improved from 0.213 to 0.627 and -0.551 to -0.999,
respectively. While the correlation of spurious as-
sociation “film” is decreased from 0.446 to 0.019
and -0.257 to -7e-7 on positive and the negative
samples, respectively. This shows that the model
trained with our CAD data does provide robustness
against spurious patterns.

On the Influence of Model Size. Previous
works (Kaushik et al., 2021; Wang and Culotta,
2021) have not investigated the performance bene-
fits on larger pre-trained models. While we further
conduct experiments on various Transformer-based
models with different parameter sizes to explore
whether the larger transformer-based models can
still enjoy the performance benefits of CAD (Table
2). We observe that although the test result can
increase with the parameter size increasing (best
for 94.9% using XLNet), the performance benefits
brought by human-generated CAD and the auto-
generated CAD declines continuously with the pa-
rameter size increase. For example, the BERT-base-
uncased model trained on the auto-generated com-
bined dataset can receive 3.2% (90.6% vs. 87.4%)
improvement on accuracy while performance in-
creases only 0.6% (91.8% vs. 91.2%) on accuracy
for WWM-BERT-Large. It suggests that larger pre-
trained Transformer models may be less sensitive
to spurious patterns.

5.3 Comparison with Human CAD

Robustness in the In-domain Test. We can see
that all of the models trained on automatic CAD
– shown as AC in the Table 2 – can outperform
the human-generated CAD varying with the mod-
els (AC/O vs. C/O) as follows: SVM (+1.1%),
Bi-LSTM (+0.7%), BERT-base-uncased (+2.1%),
BERT-Large (+0.8%), XLNet-Large (+1.0%), and
RoBERTa-Large (+0.5%) when testing on the orig-
inal data. If we adopt the automatic CAD (AC), we
note a distinct improvement in Table 2 across all
models trained on the challenge data in terms of
11.3% in average (AC/O vs. CF/O), whereas the
human-generated CAD can achieve 10.2% accu-
racy improvement (C/O vs. CF/O) in average. It
is noteworthy that the human-generated CAD can
slightly outperform our method when testing on the

Out-of-domain Test using
Different Training Data SVM BERT

Accuracy on Amazon Reviews
Orig & CAD (Our Method) (3.4k) 78.6 84.7
Orig & CAD (By Human) (3.4k) 79.3 83.3
Orig. & (Sudhakar et al., 2019) 64.0 77.2
Orig. & (Madaan et al., 2020) 74.3 71.3
Orig. (3.4k) 74.5 80.0

Accuracy on Semeval 2017 Task B (Twitter)
Orig & CAD (Our Method) (3.4k) 69.7 83.8
Orig & CAD (By Human) (3.4k) 66.8 82.8
Orig. & (Sudhakar et al., 2019) 59.4 72.5
Orig. & (Madaan et al., 2020) 62.8 79.3
Orig. (3.4k) 63.1 72.6

Accuracy on Yelp Reviews
Orig & CAD (Our Method) (3.4k) 85.5 87.9
Orig & CAD (By Human) (3.4k) 85.6 86.6
Orig. & (Sudhakar et al., 2019) 69.4 84.5
Orig. & (Madaan et al., 2020) 81.3 78.8
Orig. (3.4k) 81.9 84.3

Table 4: Out-of-domain test accuracy of SVM and
BERT-base-uncased models trained on the original
(Orig.) IMDB review only, Counterfactually Aug-
mented Data (CAD) combining with original data, and
sentiment-flipped style-transfer examples.

human-generated (CF) data, it may be because the
training and test sets of the human-generated (CF)
data are generated by the same group of labelers.

Robustness in the Generalization Test. We ex-
plore how our approach makes prediction models
more robust out-of-domain in Table 4. For direct
comparison between our method and the human-
generated method, we adopt the fine-tuned BERT-
base model trained with the augmented dataset
(original & automatically revised data). The fine-
tuned model is directly tested for out-of-domain
data without any adjustment. As shown in Table 4,
only our method and the human-label method can
outperform the BERT model trained on the original
data with average 6.5% and 5.3% accuracy im-
provements, respectively. Our method also offers
performance benefits over three datasets even when
compared to the human-label method on BERT.

Neural Method vs. Statistical Method. As
shown in Table 4, the performance of the SVM
model with automatic CAD is more robust than
other automated methods (Sudhakar et al., 2019;
Madaan et al., 2020) across all datasets. However,
the human-labeled CAD can improve Amazon re-
views’ accuracy compared to our method using
the SVM model by 0.7%. It indicates that human-
generated data may lead to more performance ben-
efits on a statistical model.
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Types of Algorithms Examples
Ori: Some films just simply should not be remade. This is one of them. In and of
itself it is not a bad film.Hierarchical RM-CT:

Remove negative limitations Rev: Some films just simply should be remade. This is one of them. In and of itself it
is a bad film.
Ori: It is badly directed, badly acted and boring.Hierarchical RE-CT:

Replacing the causal terms Rev: It is well directed, well acted and entertaining.
Ori: This movie is so bad, it can only be compared to the all-time worst “comedy”:
Police Academy 7. No laughs throughout the movie.Combined method: Rev: This movie is so good, it can only be compared to the all-time best “comedy”:
Police Academy 7. Laughs throughout the movie.

Table 5: Most prominent categories of edits for flipping the sentiment performed by our algorithms, namely hier-
archical RM-CT and hierarchical REP-CT.

5.4 Comparison with Automatic Methods
Automatic CAD vs. Style-transfer Methods. As
shown in Table 4, the style-transfer results are
consistent with Kaushik et al. (2021). We find
that the sentiment-flipped instances generated by
style-transfer methods degrade the test accuracy
for all models on all kinds of datasets, whereas
our method has achieved the best performance for
all settings. It suggests that our method have its
absolute advantage for data augmentation in senti-
ment analysis when compared to the state-of-the-
art style-transfer models.

Our Methods vs. Implausible CAD. The au-
thors of the only existing approach for automati-
cally generating CAD (Wang and Culotta, 2021)
report that their methods are not able to match the
performance of human-generated CAD. Our meth-
ods consistently outperform human-labeled meth-
ods on both In-domain and Out-of-domain tests.
To further provide quantitative evidence of the in-
fluence of the edit-distance in automatic CAD, we
demonstrate an ablation study in Table 6. The re-
sult shows that the quality of the generated CAD,
which is ignored in the previous work Wang and
Culotta (2021), is crucial when training the robust
classifiers. In particular, the BERT model fine-
tuned with implausible CAD (below the threshold)
can receive comparable negative results with the
style-transfer samples, alongside the performance
decrease on all datasets, except for Twitter.

5.5 Case Study and Limitations
The three most popular kinds of edits are shown
in Table 5. These are, negation words removal,
sentiment words replacement, and the combination
of these. It can be observed from these examples
that we ensure the edits on original samples should
be minimal and fluent as was required previously
with human-annotated counterfactuals (Kaushik

Training Data IMDB Out-of-domain Test
BERT-base-uncased Orig. Amazon Twitter Yelp
Orig. & CAD ↑ (3.4K) 90.6 84.7 83.8 87.9
Orig. & CAD ↓ (3.4K) 87.1 79.5 73.8 79.0
Orig. (1.7K) 87.4 80.0 72.6 84.3

Table 6: Ablation study on the influence of the edit-
distance controlled by the threshold of MoverScore. ↑
indicates the CAD (1.7K) above the threshold, while ↓
denotes the CAD (1.7K) below the threshold.

et al., 2020). As shown in Table 5, we flipped the
model’s prediction by replacing the causal terms in
the phrase “badly directed, badly acted and boring”
to “well directed, well acted and entertaining”, or
removing “No laughs throughout the movie.” to

“Laughs throughout the movie” for a movie review.
We also noticed that our method may face the

challenge when handling more complex reviews.
For example, the sentence “Watch this only if some-
one has a gun to your head ... maybe.” is an ap-
parent negative review for a human. However, our
algorithm is hard to flip the sentiment of such re-
views with no explicit casual terms. The technique
on sarcasm and irony detection may have benefits
for dealing with this challenge.

6 Conclusion

We proposed a new framework to automatically
generate counterfactual augmented data (CAD) for
enhancing the robustness of sentiment analysis
models. By combining the automatically generated
CAD with the original training data, we can pro-
duce more robust classifiers. We further show that
our methods can achieve better performance even
when compared to models trained with human-
generated counterfactuals. More importantly, our
evaluation based on several datasets has demon-
strated that models trained on the augmented data
(original & automatic CAD) appear to be less af-
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fected by spurious patterns and generalize better
to out-of-domain data. This suggests there exists
a significant opportunity to explore the use of the
CAD in a range of tasks (e.g., natural language in-
ference, natural language understanding, and social
bias correction.).

Impact Statement

Although the experiments in this paper are con-
ducted only in the sentiment classification task,
this study could be a good starting point to investi-
gate the efficacy of automatically generated CAD
for building robust systems in many NLP tasks, in-
cluding Natural Language Inference (NLI), Named
Entity Recognition (NER), Question Answering
(QA) system, etc.
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