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Abstract

Evaluation in NLP is usually done by com-
paring the scores of competing systems inde-
pendently averaged over a common set of test
instances. In this work, we question the use
of averages for aggregating evaluation scores
into a final number used to decide which sys-
tem is best, since the average, as well as alter-
natives such as the median, ignores the pair-
ing arising from the fact that systems are eval-
uated on the same test instances. We illus-
trate the importance of taking the instance-
level pairing of evaluation scores into account
and demonstrate, both theoretically and em-
pirically, the advantages of aggregation meth-
ods based on pairwise comparisons, such as
the Bradley—Terry (BT) model, a mechanism
based on the estimated probability that a given
system scores better than another on the test
set. By re-evaluating 296 real NLP evalua-
tion setups across four tasks and 18 evaluation
metrics, we show that the choice of aggrega-
tion mechanism matters and yields different
conclusions as to which systems are state of
the art in about 30% of the setups. To facil-
itate the adoption of pairwise evaluation, we
release a practical tool for performing the full
analysis of evaluation scores with the mean,
median, BT, and two variants of BT (Elo and
TrueSkill), alongside functionality for appro-
priate statistical testing.

1 Introduction

Research is driven by evaluation results, with at-
tention and resources being focused on methods
identified as state of the art (SotA). The proper
design of evaluation methodology is thus crucial
to ensure progress in the field. In NLP, evalua-
tion usually consists in comparing the averaged
scores of competing systems over a common set
of test instances. Indeed, averaging scores inde-
pendently for each system and declaring the one
with the highest average to be best is particularly
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Figure 1: Motivating example (synthetic data). Eval-
uation scores of systems A, B, and C for five test in-
stances. All systems have the same mean. C is better
than A on all instances but one, so BT declares C > A
Also, B is better than A on all instances but one, so BT
declares B > A, whereas the median of A is greater, and
the means are the same. Overall, mean and median fail
to capture the complex instance-level pairing.

simple, well understood, and mirrors the expected
risk minimization paradigm used to train systems.

Here, we critically assess the specific choice of
the average to aggregate evaluation scores. In par-
ticular, we emphasize that there is a natural in-
stance-level pairing between the evaluation scores
of systems, which aggregation mechanisms such
as the mean or median fail to take into account: as
they produce a score for each system independently,
systems that have the same set of scores (but poten-
tially in different order) cannot be distinguished.

Consider the three systems A, B, and C compared
on five test instances in Fig. 1. Despite a complex
pairing structure, they all have the same mean score
across test instances. Moreover, even though B
is better than A on all test instances but one, the
median of A is greater than the median of B.

In this work, we discuss an alternative aggrega-
tion mechanism: the Bradley—Terry (BT) model
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(Bradley and Terry, 1952). BT compares sys-
tems for each test instance and estimates the latent
strength of systems based on how frequently one
system scores higher than another. Such paired
mechanisms have already been successfully used
to aggregate human judgments (Novikova et al.,
2018; Sedoc and Ungar, 2020); for example, WMT
evaluation protocols regularly employ TrueSkill
(Herbrich et al., 2007), a Bayesian variant of BT
(Sakaguchi et al., 2014).

Contributions. We contribute the first comprehen-
sive analysis of the BT model (especially vis-a-vis
mean and median) as an aggregation mechanism
for comparing system scores in NLP.

(i) We illustrate the importance of accounting for
instance-level pairing and discuss the conditions
under which the mean, median, and BT disagree
about the ordering of systems. In Sec. 3, we draw
parallels with the field of statistical testing, where
paired statistical tests are recommended when com-
paring paired variables. Thus, we argue that paired
aggregation mechanisms such as BT are more ro-
bust alternatives to the mean and median. We sup-
port this argument with simulations in Sec. 4.

(ii) We show that the differences between mean,
median, and BT matter in practice. By re-evalu-
ating 296 real NLP evaluation setups across four
tasks and 18 evaluation metrics, different aggrega-
tion mechanisms yield different conclusions as to
which systems are SotA in about 30% of the setups
(Sec. 5). These results hold when replacing BT by
the Elo (Elo, 1978) and TrueSkill variants.

(iii) We discuss further advantages and potential
limitations of BT, alongside possible resolutions,
in Sec. 7.

(iv) We recommend replacing the mean by BT
in future evaluations of NLP systems. To ease
the adoption of more robust aggregation mecha-
nisms, we release Pairformance,1 a practical tool
for performing full analyses of evaluation scores
with mean, median, BT, and two variants of BT
(Elo and TrueSkill). The tool reports paired evalua-
tion results alongside appropriate statistical testing
for all five aggregation mechanisms and various
visualization functionalities to elucidate the pairing
structure between system scores.

Code and data for replicating our analyses and
experiments is available online.”

https://github.com/epfl-dlab/
pairformance
Zhttps://github.com/epfl-dlab/BT-eval

2 Aggregation of evaluation results

In this section, we briefly present the three aggre-
gation mechanisms we consider.

2.1 Terminology

A standard evaluation setup typically consists of
four elements:

1. At least two systems, A and B, to compare,
with latent strengths A4 and Ap that we aim to
estimate.

2. Atestset T = {(x;,y): [=1,...,n} consist-
ing of n test instances, where x; is the input
and y; is the ground-truth target output.

3. An evaluation metric M for scoring system
outputs based on target outputs y;, resulting
in the sequence of evaluation scores .74 =
(M(A(x;),y;) : I =1,...,n) for system A.

4. An aggregation mechanism O that decides
whether system A is better than B based on
the evaluation scores of the two systems. We
use O7 y(A,B) = O(Au, . #3) to denote the
comparison mechanism between A and B on
the test set 7 with evaluation metric M. Here,
O outputs its guess about which system is the
best (or declares the comparison inconclusive
if the difference is not statistically significant).
For simplicity, we drop the dependency on T
and M in the notation, simply writing O (A, B).

For example in text summarization, x; is a source
document from the test set, y; its correspond-
ing reference summary, and M might be ROUGE
(Lin, 2004). The decision mechanism © usually
compares the individual systems’ mean evaluation
scores, where the system with the highest mean
score (here mean ROUGE score) is declared better.

Consistent evaluation result. We say that the out-
come of such an evaluation is consistent if it recov-
ers the ordering of systems implied by the inherent
strengths of systems: ©(A,B) =A <= Ay > Ap.

Probabilistic model. As commonly done in the lit-
erature on statistical testing, we view the evaluation
scores of a system A as n indexed random variables:
ngl), [l =1,...,n, where n is the size of the test set.
Note that this sequence of random variables is not
necessarily i.i.d. Furthermore, even though systems
A and B are independent, their evaluation scores
are not, since there is an instance-level pairing. In-
tuitively, knowing the score of A on an instance
(x7,y;) can provide information about the expected

2302


https://github.com/epfl-dlab/pairformance
https://github.com/epfl-dlab/pairformance
https://github.com/epfl-dlab/BT-eval

performance of B. For example, if A scores highly
because (x;,y;) is an easy instance, one might ex-
pect B to also score highly.

2.2 Aggregation mechanisms

We now introduce three aggregation mechanisms ©.
We investigate their properties in subsequent sec-
tions.

Mean. This is the current standard: the system
with the highest average score is declared the
strongest. We denote this aggregation mechanism
as MEAN. The average score of system A is com-

- x ()
putedas Ey = 1 S" X7
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Median. The median is an interesting alternative to
the mean because it is robust to outliers. Here, the
system with the highest median score is declared to
be the strongest. The median score My of a system
A is the central value in the sorted list of evaluation
scores of A. We denote this aggregation mechanism
as MEDIAN.

Bradley-Terry. The third option examined here is
the Bradley—Terry (BT) model (Bradley and Terry,
1952). While MEAN and MEDIAN compute scores
for systems A and B independently, BT is a func-

tion of the joint random variable (X /§l) X 1(31)> . BT

estimates the relative strengths 5\A and 5\3 of the
two systems A and B, by comparing the evaluation
scores for each test instance:

~

P(A>B) = #.
A+ Ap
Intuitively, P(A > B) is the probability that, for any
given test instance, A scores higher than B. The BT
model chooses 5\A and 5\3 in order to best explain
the observations. The system with the highest X is
declared strongest.

When considering only two systems, the la-
tent strength M4 is the number of instances for
which A scores better than B (and similarly for
A\g). When the number of systems is greater than
two, BT solves an iterative optimization algorithm
that is guaranteed to converge to a unique solu-
tion (Bradley and Terry, 1952). We give details
about BT and its computation in the general case
in Appendix E.

We denote as BT the decision mechanism based
on the BT model. While it is much less common
than MEAN and MEDIAN, we will see below that
BT satisfies interesting properties making it a more
robust alternative.

)

3 Comparison of assumptions

Since the roles played by A and B are symmetri-
cal, we now assume without loss of generality that
system A is better, i.e., Ay > Ap.

Proposition 1. If \y > \p then

¢ MEAN consistent <= E4 —Ep > 0,
e MEDIAN consistent <= My — Mp > 0,
* BT consistent <= My_p >0,

where Es and My are the mean and median of the
evaluation scores of system S, and M_g is the
median of the differences between the evaluation
scores of A and B. Note that Es,Ms, and Ms_p are
all random variables.

The proof is given in Appendix B. Note that,
whereas the expectation is linear (E4 — Ep = E4_p),
the median is not (in general, My — My # My_p).

Robustness to ouliers. The mean is not robust to
outliers: E4_p can be swayed above or below the
threshold of 0 by a small number of test instances
for which the difference between system scores
is large. On the contrary, the median is a robust
statistic that cannot be easily influenced by outliers.
Similarly, BT is robust to outliers because its deci-
sion is based on the median of differences M4 _p.

Importance of pairing. The critical difference
between BT, MEAN, and MEDIAN, is that only BT
preserves the pairing information. Both MEAN and
MEDIAN compute a statistic from the (unordered)
set of scores X fgl) and X, t(;l) independently and then
compare the aggregate statistics, losing the pairing
structure. If the pairing actually does not matter,
any permutation of the indices of system scores
leaves the distribution of paired evaluation scores
unchanged. This happens, for example, when both
X/EZ) and Xl(;l) areii.d.?

However, in the general case, the pairing mat-
ters. One particular example is when there exist
different types of test instances and systems behave
differently for different types, e.g., when there are
easy instances on which all systems have higher
scores. For example, consider the three systems
and their evaluation scores on five test instances in
Fig. 1. System A is worse than C on all instances
but one, so C > A according to BT, yet the median
of A is greater than the median of C (10 vs. 7). At
the same time, B outperforms C on all instances

3More generally, when the two sequences of random vari-
ables are exchangeable.
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but one, so B > C according to BT. For MEDIAN
and MEAN, which ignore the pairing, A and B are
completely equivalent, even though there is a clear
difference regarding which system is more likely to
be the best. This difference is revealed in the pair-
ing structure. In general, any mechanism ignoring
the pairing cannot capture the difference between
A and B.

Choosing an aggregation mechanism. In Prop. 1,
we stated the conditions for each mechanism to be
consistent. Choosing an aggregation mechanism
for a specific evaluation setup boils down to de-
ciding what condition is more likely to hold in the
setup. Note that none of the conditions implies any
other condition in Prop. 1.

When comparing BT against MEAN (or ME-
DIAN), there are three possible scenarios: (i) BT
agrees with MEAN (or MEDIAN), (ii) BT is consis-
tent but MEAN (or MEDIAN) is not, and (iii) MEAN
(or MEDIAN) is consistent but BT is not.

In case (i), it does not matter whether we use BT
or MEAN (or MEDIAN).

In case (ii), for most instances, the better system
has a higher score than the worse system, but MEAN
(or MEDIAN) fails. For example, MEAN may be
swayed by outliers, and MEDIAN may be swayed
by jumps in score lists as in the example above.

In case (iii), for most instances, the better system
has a lower score than the worse system, yet par-
ticular variations in the marginals make the MEAN
or MEDIAN get the ordering correct. This is a very
peculiar scenario: for MEAN, it implies that on the
few instances on which the better system did bet-
ter, the difference between evaluation scores was
large enough to lift the mean of the better system
above the other. We argue that if one really be-
lieves that the evaluation setup is likely to be in
case (ii1), then one does not trust the evaluation
setup in the first place. It corresponds to assuming
that the observed scores are inconsistent for the
majority of test instances. If this is the case, one
should rather improve the evaluation setup (e.g.,
metric, test set) in order to be more representative
of the phenomena that one desires to capture.

Overall, the condition making BT consistent ap-
pears to be the most natural one. Trusting MEAN
or MEDIAN more than BT implies holding an un-
intuitive belief about the evaluation setup, namely
that the better system does worse than the worse
system on a majority of test instances.

From another perspective, the random variables
E4 — Eg (MEAN) and M4 — Mg (MEDIAN) are less
likely to be (correctly) greater than zero in the pres-
ence of (i) complex pairing structures or (ii) out-
liers. The variable M4_p (BT), on the contrary, is
not affected by complex pairings or outliers.

3.1 Graphical criterion

Fig. 2 summarizes the problem of ignoring the pair-
ing and offers a graphical criterion to understand
the decisions made by MEAN, MEDIAN, and BT.
In each plot, the densities are estimated by placing
test instances at coordinates given by the evaluation
scores of the two systems. The evaluation scores
of A (green) are on the x-axis, and the evaluation
scores of B (blue) on the y-axis. We also plot the
marginal distributions of evaluation scores, from
which we can read off means and medians. When
the mean of X 1(;) is greater than that of X (l), the two
extended lines representing the means meet in the
upper triangle (above the line X4 = Xp), and analo-
gously for the median. But mean and median being
only functions of the marginals, they completely ig-
nore the pairing. Fig. 2 illustrates this by depicting
three completely different pairing structures where
the marginals (and thus the means and medians)
of A and B remain unchanged. (In Appendix A.1,
we explain how to generate infinitely many such
examples.) On the contrary, BT, being a property
of the pairing (the 2D density), predicts that B is
better than A when there is more mass in the upper
triangle, i.e., more instances for which B scores
higher than A. In the middle figure, the pairing
indicates that A is better than B, in disagreement
with the decisions of MEAN and MEDIAN.

3.2 Connection with statistical testing

The above discussion about the differences between
MEAN, MEDIAN, and BT has interesting parallels
with statistical testing.

When comparing the means of two systems over
the same test set, the recommended statistical test
is the paired t-test (Fisher, 1935). When comparing
medians instead of means, the appropriate test is
the sign test, which measures whether the median
of the difference is significantly differerent from
zero. Interestingly, the statistic of the sign test
is precisely the one in the condition for BT to be
consistent (see Prop. 1). Wilcoxon’s signed-rank
test (Wilcoxon, 1945) is often used as an alternative
to the sign test because it has more statistical power
(at the cost of making more assumptions). However,
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Figure 2: These 2D plots represent the distribution of test instances with coordinates given by the scores of the two
systems being compared, i.e., the x-axis is the score X f(‘l) of system A on some test instance (x;,y;), and the y-axis is

the score Xl(;l) of system B on the same instance. While the 3 plots represent different instance-level performances
of A and B, the marginal (unpaired) distribution of scores of A and B remain unchanged. From such 2D plots, not
only do we see the global structure of the pairing between the scores of A and B, we can also read off the decision
of MEAN, MEDIAN and BT based on simple geometrical criteria: (i) if the prolongation of the means intersect
above the X4 = Xp line, then MEAN predicts that A is better, (ii) if the prolongation of the medians intersect above
the X4 = Xp line, then MEDIAN predicts that A is better, (iii) if there is more mass in the upper-left triangle, then
BT predicts that system A is better. The latter case corresponds to most of the test instances being located in the

upper-left triangle (A > B). The half-space with more mass is shaded.

Divine et al. (2018) showed that Wilcoxon’s signed-
rank test does not always properly account for the
pairing of data, unlike the sign test.

When performing statistical testing, it seems ob-
vious that we should use the paired version of tests
when the data is naturally paired (Rankel et al.,
2011). Even works discussing statistical testing in
NLP recommend Wilcoxon’s signed-rank test (Gra-
ham, 2015; Owczarzak et al., 2012; Dror et al.,
2018). Yet, to obtain aggregated scores for sys-
tems, the community still mostly uses aggregation
mechanisms that ignore the pairing, such as MEAN.
MEDIAN is the outlier-resistant version of MEAN,
and BT is the paired variant of MEDIAN. Whenever
one recommends a paired test of medians, such as
the sign test or Wilcoxon’s signed-rank test, to ob-
tain p-values, one should use BT to compare system
scores.

4 Simulations with synthetic data

Next, we perform simulations to extend the anal-
ysis of the previous section to (i) N > 2 systems,
(ii) finitely many test samples, (iii) a practical im-
plementation of BT (for N > 2 systems, BT is an
iterative optimization algorithm, as discussed in
Appendix E).

We synthesize evaluation scores with various
properties starting with systems of predefined im-
plicit strengths \;. To create situations where the
pairing of evaluation scores matters, we introduce

multiple test instance types. For each type, systems
perform differently but still have the same relative
strength (P(A > B)), differing only by an added
offset. For example, the evaluation scores obtained
by A and B could be sampled from .4 (A\y,0)
and .4/ (Ag,o) for one test instance type, and by
N (M +e€,0) and A (A +¢€,0) for another type,
with e being the offset. We sample evaluation se-
tups by varying the following properties: the num-
ber of systems, the number of test instances, the
percentage of outliers, the numbers of test instance
types, and the level of noise. This results in 2,880
simulated evaluation setups. In Appendix A.2, we
give the detailed algorithm and parameters used to
generate the data.

In Fig. 3, we report Kendall’s 7 between the la-
tent scores \; and the aggregated scores estimated
by MEAN, MEDIAN, and BT. When the evaluation
setup does not present any difficulty (Fig. 3(a, b)),
all aggregation mechanisms work equally well
(within each other’s 95% error bounds), improv-
ing with more samples (Fig. 3(b)) and deteriorat-
ing with more systems (Fig. 3(a)). Unsurprisingly,
MEAN fails in the presence of outliers, whereas
MEDIAN and BT are unaffected (Fig. 3(c, e, f)).
When several types of test instances are considered,
MEDIAN begins to fail (Fig. 3(d)), which is made
worse when outliers are also present (Fig. 3(f)).
Overall, BT is more robust and does not fail when
the pairing matters Fig. 3(g, h).
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Figure 3: The y-axis is the Kendall’s 7 correlation between latent scores \; of systems and the scores obtained
after aggregating simulated evaluation scores with MEAN, MEDIAN, or BT. Fig. 3(a) and Fig. 3(b) corresponds to
the intuitive case where no problem occurs (no outliers, no pairing issues). Fig. 3(c) adds outlier problems only,
and Fig. 3(d) adds pairing issues only by increasing the number of types of test instances. Fig. 3(e) and (f) show
the combined effect of outliers and pairing issues. Finally, Fig. 3(g) and Fig. 3(h) collect all the simulations. The
error bars represent 95% confidence intervals obtained with bootstrap resampling.

S Analysis of empirical data

In this section, we perform large-scale experi-
ments using real evaluation scores from four NLG
tasks. For summarization, we use the TAC-08,
TAC-09, TAC-11 and CNN/DM (Hermann et al.,
2015) datasets. For machine translation, we use
the shared tasks of WMT-17 (Bojar et al., 2017),
WMT-18 (Maet al., 2018), and WMT-19 (Ma et al.,
2019). For image captioning, we use the MSCOCO
(Lin et al., 2014) dataset, and for dialogue, we
use the PersonaChat and TopicalChat (Mehri and
Eskenazi, 2020) datasets. The evaluation scores
are obtained with a total of 18 different evaluation
metrics: BLEU-[1,2,3,4] (Papineni et al., 2002),
ROUGE-[1,2,L] (Lin, 2004), ROUGE-WE-[1,2]
(Ng and Abrecht, 2015), JS-[1,2] (Lin et al., 2006),
S3-[pyr, resp] (Peyrard et al., 2017), CIDEr (Vedan-
tam et al., 2015), Chrfpp (Popovic, 2017), ME-
TEOR (Lavie and Agarwal, 2007), MoverScore
(Zhao et al., 2019), and BERTScore (Zhang et al.,
2020). Some metrics are only available for some
task; e.g., CIDEr, METEOR are only available
for the image captioning task. We provide details
about datasets, metrics, and their statistics in Ap-
pendix A.3.

Overall, across datasets and metrics we have
296 evaluation setups, 73,471 pairs of systems, and
91,197 test instances. We also experiment with
sub-sampling different sizes of test sets (see Ap-
pendix A.3) to simulate varying train/dev/test splits
or cross-validation.

5.1 Comparison of BT, MEAN, and MEDIAN

In Table 1, we report the disagreement between ag-
gregation mechanisms over all the data with three
measures: the percentage of pairs ranked in a differ-
ent order (rescaled version of Kendall’s 7), the per-
centage of setups where the state-of-the-art (SotA)
systems are different, and the percentage of se-
tups where the top 3 systems are different (com-
pared as sets). A significant fraction of pairs of
systems (about 10%) are ranked differently by dif-
ferent mechanisms. More importantly, top systems
are often different (in about 40% of setups for top
1 and 50% for top 3). We can conclude that the
choice of aggregation mechanism has a real impact
on evaluation outcome. The observed disagreement
between the three aggregation metrics implies that
we are not in the case depicted by Fig. 3(a) and
Fig. 3(b), i.e., the pairing matters and there are out-
liers in real data. In the next paragraphs, we break
down the disagreement per evaluation metric, task,
and test set size. Detailed results are provided in
Appendix C.

Which metrics are impacted most? We report
in Fig. 4(a) the percentage of disagreement between
aggregation mechanisms per metric averaged over
datasets, when subsampling test sets of different
sizes uniformly (see Appendix A.3 for details).
While most metrics are available for all four tasks,
METEOR and CIDEr are only available for the
captioning task. Therefore, the observed disagree-
ments for these metrics may be a feature of the task
instead of the metrics. Interestingly, recent metrics
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‘ Disagree  # SotA  # Top-3

MEAN VS.MEDIAN 4% 18% 30%
MEAN Vs. BT 9% 40% 49%
MEDIAN Vs. BT 9% 41% 55%

Table 1: Disagreement between aggregation mecha-
nisms. The first column shows the percentage of sys-
tem pairs ordered differently by two aggregation mech-
anisms. The second column shows the percentage of
setups where two aggregation mechanisms find differ-
ent SotA, and the third column shows the percentage of
setups where the top-3 systems are different (compared
as sets).

such as BERTScore and MOVERScore seem less
affected. On the other hand, BLEU variants are
the most impacted, particularly when comparing
MEAN or MEDIAN against BT. The disagreement
between MEAN and MEDIAN is stable across met-
rics. In general, MEAN and MEDIAN are more in
agreement with one another than they are with BT,
which indicates that pairing issues have a stronger
effect than outliers.

Which tasks are impacted most? Fig. 4(b) sum-
marizes an analysis as above, but across tasks in-
stead of metrics. Again, to control for the fact that
some tasks may have larger datasets, we subsample
uniformly from various test set sizes. The results
are averaged over evaluation metrics. Machine
translation and summarization suffer the least while
dialogue and image captioning display larger dis-
agreement between aggregation mechanisms. This
suggests important future research directions to
improve the evaluation setups in these tasks.

Importance of dataset size. In Fig. 4(c), we re-
port disagreement across test set sizes, while av-
eraging over datasets and evaluation metrics. It
is reassuring to observe that with larger test sets,
the different mechanisms tend to agree more, such
that it matters less which one is actually chosen.
However, for MEAN vs. BT and MEDIAN vs. BT,
the disagreement does not continue to decrease be-
low 10% with more test instances. For MEAN and
BT the disagreement is lower but exhibits the same
behavior, never falling below a certain threshold.

Different perspectives on uncertainty. In stan-
dard evaluation setups, not only system scores are
reported but also whether the differences are sta-
tistically significant (Dror et al., 2018). Therefore,
we ask how often differences that are statistically
significant for one test are also statistically signif-

icant for another. The details of this experiments
are presented in Appendix D and show, perhaps un-
surprisingly, different behavior for different tests.
In particular, the paired ¢-test is the one that most
often finds differences to be significant (for 41%
of pairs); Mood’s test, an unpaired test to compare
medians, finds significance for only 21% of pairs;
and the sign test and Wilcoxon’s sign-rank test (re-
lated to BT) are in between (for 35% and 40% of
the pairs, respectively).

Sources of disagreement. Based on the analysis
of Sec. 3, we know that the difference between
MEAN and MEDIAN is due to the presence of sta-
tistical outliers, while the difference between ME-
DIAN and BT is due to the presence of different
test instance types (Fig. 3). With real NLP datasets,
in Fig. 4, we observe some discrepancy between
MEAN and MEDIAN, indicating the presence of out-
liers. There is even more disagreement between
MEDIAN and BT, indicating the presence of differ-
ent types of test instances, as illustrated in Fig. 3.

6 Related work

Several studies have made a critical assessment
of the standard evaluation methodologies. For ex-
ample, Freitag et al. (2020) demonstrate the ad-
vantages of carefully choosing which references
to use for NLG evaluation. Mathur et al. (2020)
show that outliers matter in practice. Recently, Gra-
ham et al. (2020) draws attention on test set size.
Several works have emphasized the importance
of careful statistical testing (Rankel et al., 2011;
Owczarzak et al., 2012; Graham, 2015; Dror et al.,
2018). They recommend paired statistical tests.
Finally, Novikova et al. (2018) report that “rela-
tive rankings yield more discriminative results than
absolute assessments”’, which further motivates ag-
gregation mechanisms like BT.

Aggregations. Pairwise comparison mechanisms
date back to Thurstone (1927). Subsequently, the
Bradley-Terry (BT) model has become a standard
pairwise comparison model (Bradley and Terry,
1952). In NLP, BT-inspired mechanisms have
sometimes been used to aggregate human assess-
ments. For instance, Deriu et al. (2020) ranked
chatbots regarding their ability to mimic conversa-
tional behavior of humans. Item response theory
(IRT) has a similar formulation as BT, but also
estimates the difficulty of each test instances us-
ing a latent-variable Bayesian model (Dras, 2015).
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Figure 4: This figure measures the percentage of disagreement between each pair of aggregation mechanisms

across different dimensions with real evaluation setups.

Fig. 4(a) shows the disagreement per evaluation metric

averaged over tasks and uniformly subsampled test set sizes, Fig. 4(b) shows the disagreement per task averaged
over evaluation metrics and uniformly subsampled test set sizes, and Fig. 4(c) shows the disagreement across test

set sizes averaged over tasks and evaluation metrics.

IRT has been applied to perform dataset filtering
(Lalor et al., 2016, 2019), evaluate chatbots from
human assessments (Sedoc and Ungar, 2020), and
aggregate human assessments in machine transla-
tion (Dras, 2015). Elo (Elo, 1978) and TrueSkill
(Herbrich et al., 2007) are famous extensions of
the BT model commonly used to rate players in
the context of gaming or sports events. Elo views
player strengths as normally distributed random
variables. TrueSkill is a Bayesian variant of Elo.
Since 2015, the Workshop on Machine Translation
(WMT) has been using TrueSkill to rank models
based on human assessments following the method-
ology of Sakaguchi et al. (2014). We provide a
detailed presentation and comparison of BT, Elo,
and TrueSkill in Appendix G, and make both Elo
and TrueSkill available as alternatives to BT in the
released tool. The arguments in favor of BT made
in this work transfer to its variants, including IRT,
Elo, and TrueSkill, and the conclusions drawn from
the experiments of Sec. 5 still hold when replacing
BT by Elo or TrueSkill (Appendix G). Our work
extends previous works that has considered BT vari-
ants by analyzing the potential causes for disagree-
ment with MEAN and MEDIAN and by measuring
the disagreement in real NLP evaluation setups.

7 Discussion

We briefly discuss some possible questions raised
by the use of BT-like metrics, with more details
provided in Appendix E, F, G, and H.

Extension to other evaluation setups. The exper-
iments of Sec. 5 focus on reference-based NLG
evaluation metrics. However, the arguments laid
out throughout the paper apply beyond this setup.
Any comparison of systems based on score aggre-
gation is susceptible to suffer from outliers and
complex pairing structures (e.g., Fig. 2). Future
work should replicate our experimental setup for
reference-free NLG (Zhao et al., 2020), classifica-
tion, or regression tasks.

Type imbalance. Imagine a test set with a major-
ity of easy instances and few hard ones. A system
A could perform slightly worse than B on easy in-
stances but much better on hard ones and will be
declared worse by BT. If one views this decision
as problematic then one should probably acknowl-
edge that the test set is not representative of what
should be measured. If hard instances matter more
there should be a majority of them in the test set.
Hoping that MEAN will be swayed to output the
intuitive ordering of systems from a minority of test
instances is a peculiar expectation to have about the
evaluation setup. To diagnose such pathological
cases, our tool, Pairformance, offers the possibility
to view pairwise plots (as in Fig. 2) and histograms
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of score differences. More generally, better ag-
gregation mechanisms such as BT do not solve all
potential problems of evaluation methodologies.
Other aspects (such as choosing evaluation metrics
or meaningful, representative, and large test sets)
are all independent of the choice of aggregation
mechanism, but also critical to the quality of the
evaluation.

Transitivity. BT is not computed independently
for each system, and it can happen that adding or
removing a baseline impacts the scores of other sys-
tems. We explain this phenomenon in Appendix F
and show that it is rarely a problem in real data.
More generally, we discuss the connection with
Arrow’s impossibility theorem in the context of the
aggregation of social preferences (Arrow, 1950).
The Pairformance tool gets around this difficulty
by offering the possibility of analyzing each pair
of systems independently.

Relaxing assumptions. BT assumes that the rel-
ative strengths of systems remain constant across
test instances. This might not always be true, es-
pecially when some systems are crafted for some
specific kind of instances but perform badly on oth-
ers. In such cases, BT still produces meaningful and
easily interpretable results but fails to capture the
latent structure of system strengths. Several refine-
ments of BT are possible; e.g., item response theory
extends BT by modeling instance difficulty, and Elo
and TrueSkill allow system strengths to be stochas-
tic and vary across instances. These refinements
come at the cost of introducing new parameters,
and it remains unclear how to choose these param-
eters in practice. Future work should investigate
systematic ways to choose these parameters.

Tool description. We release Pairformance, a tool
for performing full diagnostic analyses based on
an evaluation dataframe made of the evaluation
scores of systems and baselines. It can perform
the analysis based on MEAN, MEDIAN, BT, Elo,
and TrueSkill. For each aggregation technique, it
outputs a full pairwise analysis of all pairs of sys-
tems. For MEAN and MEDIAN it compares score
differences for pairs of systems. For BT, Elo, and
TrueSkill, it estimates the probability that one sys-
tem is better than another. All analysis is accompa-
nied by appropritate statistical testing. See Fig. 5
for an example based on the BT mechanism. Fur-
thermore, the tool can plot the histogram of paired

()
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Figure 5: Pairwise system comparison with BT for ma-
chine translation with ROUGE-1, as output by the Pair-
formance tool released as part of this work.
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tification of pathological patterns such as those
discussed above.

8 Conclusion

We performed a critical assessment of the standard
NLP evaluation methodology based on averaged
scores, which ignores the natural instance-level
pairing of evaluation scores when comparing sys-
tems. We showed the importance of the pairing and
demonstrated the advantages of paired mechanisms
such as Bradley—Terry (BT) over more standard ag-
gregation schemes such as the mean or median.
The choice of aggregation mechanism matters in
real evaluation setups, and we therefore recom-
mend BT as a robust aggregation mechanism. To
facilitate adoption, we release Pairformance, a new
tool to perform full analyses of system scores using
BT and two of its variants, Elo and TrueSkill.
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\typel type2 type3 typed typeS
S 23 50 40 70 60
B 28 45 30 65 50

Table 2: Example of two systems S and B with their
strengths \;, s and )\, ,i € [1,5] associated to each type
of test instances. types.

A Reproducibility

In this section, we give additional details to ensure
the reproducibility of our experiments. Further-
more, the code and data to reproduce each fig-
ure and table of the main paper is available at:
https://github.com/epfl-dlab/BT-eval.

A.1 Pairing examples

It is straightforward to generate examples where
the marginal distribution of the evaluation scores
of two systems remain unchanged even when the
pairing varies.

To do so, one can define k types of test instances.
For each type ¢;, each system has a probability dis-
tribution of scores for this type: .4 (\;s,1). So for
instances of type #;, the system S has score )\, s in
expectation with a variance of o> = 1. Similarly,
another system B can have different )\, p parame-
ters. An example is given in Table 2.

Now, observe that permuting the columns of S
without changing the row B leaves the marginal
distribution of S and B unchanged but changes the
pairing. Then, one can simply iterate over all per-
mutations of the row S to obtain many different
pairings with fixed marginal distributions.

A.2 Simulation

We discuss the synthetic data and experiments de-
picted in Fig. 3.

To introduce pairing issues, we create a variable
number of test instance types: Njypes. For each
test type, each system has a different distribution
of scores. On test type #;, the system s; has a nor-
mal distribution of scores: 4 ()\; j,02), where we
fix 0% = 1 throughout our experiments. For each
system, the )\; ; are sampled uniformly from [0, 1].
Depending on the values of J; ;, the score distribu-
tion of system s; can become multimodal. When,
there is only one test type, the score of each sys-
tem s; is a normal .4/ (\;,0%). In that case, the
pairing can be ignored and MEAN and MEDIAN are
expected to work well.

For outliers, we define f as the fraction of test
instances on which systems’ scores are not drawn
from their distribution scores. For such instances,
we first draw the scores for each systems according
to their distribution and then perform a random
permutation, so that each system receives a score
that is not sampled from its score distribution.

Then, we vary the number of systems present
in the evaluation Njy, and the number of test in-
stances M. Each choice of Niypes, f,Nsys, and M
gives a dataframe corresponding to an evaluation
setup on which we can compare MEAN, MEDIAN,
and BT against the frue latent strengths of systems
Aij. The evaluation and the y-axis in Fig. 3 is
then the Kendall’s 7 between the ordering resulting
from MEAN, MEDIAN, or BT against the ordering
resulting from the \; ;.

We consider the following variations for the pa-
rameters of the experiments:

* Niypes € {1,3,5,10},

. £€{0.,0.01,0.025},

o Nys € {2,3,5,10,25,50},
« M € {10,30,100,200}.

In total, we have: 4-3-6-4 = 288 parameter
choices. For each we sample 10 datasets result-
ing in 2, 880 synthetic evaluation setups.

A.3 Real data

Each of the dataset we use contains the evaluation
results of a varying number of systems for a varying
number of evaluation metrics:

Summarization: CNN/DM (Hermann et al.,
2015): 11,432 test instances, 12 summarization
systems, and 13 evaluation metrics. TAC-08: 48
test instances, 58 summarization systems, and 13
evaluation metrics. TAC-09: 44 test instances, 55
summarization systems, and 13 evaluation met-
rics. TAC-11: 44 test instances, 50 summarization
systems, and 13 evaluation metrics. Captioning:
MSCOCO (Lin et al., 2014): 40,504 test instances,
12 systems, and 7 evaluation metrics. Dialogue:
Topical-Chat (Mehri and Eskenazi, 2020): 60 test
instances, 5 systems, and 13 evaluation metrics.
Persona-Chat (Mehri and Eskenazi, 2020): 60 test
instances, 4 systems, and 13 evaluation metrics.
MT: WMT-17 (Bojar et al., 2017): evaluated with
11 evaluation metrics, we have the following pairs:
lv-en (2,001 instances, 9 systems), de-en (3,004
instances, 11 systems), ru-en (3,001 instances, 9
systems), tr-en (3,007 instances, 10 systems), and

2312


https://github.com/epfl-dlab/BT-eval

zh-en (2,001 instances, 16 systems). WMT-18 (Ma
et al., 2018): evaluated with 13 evaluation metrics
we have the following pairs: de-en (2,998 instances,
16 systems), et-en (2,000 instances, 14 systems),
fi-en (3,000 instances, 9 systems), ru-en (3,000 in-
stances, 8 systems), and zh-en (3,981 instances,
14 systems). WMT-19 (Ma et al., 2019): evalu-
ated with 13 evaluation metrics we have the fol-
lowing pairs: de-en (2,000 instances, 16 systems),
fi-en (1,996 instances, 12 systems), gu-en (1,016
instances, 12 systems), kk-en (1,000 instances, 11
systems), /t-en (1,000 instances, 11 systems), ru-
en (2,000 instances, 14 systems), and zh-en (2,000
instances, 15 systems).

The evaluation metrics considered are: BLEU-
[1,2,3,4] (Papineni et al., 2002), ROUGE-[1,2,L]
(Lin, 2004), ROUGE-WE-[1,2] (Ng and Abrecht,
2015), JS-[1,2] (Lin et al., 2006), S3-[pyr, resp]
(Peyrard et al., 2017), CIDEr (Vedantam et al.,
2015), Chrfpp (Popovic, 2017), METEOR (Lavie
and Agarwal, 2007), MoverScore (Zhao et al.,
2019), and BERTScore (Zhang et al., 2020). This
is a total of 18 metrics.

Sub-sampling test set sizes. In experiments re-
ported by Fig. 4 the results are averaged after re-
sampling test sets of different sizes. The test set
sizes used are: [10,50, 100,500, 1000,5000]. Re-
sults broken down per dataset and per metric that
does not need resampling of test set sizes is pro-
posed in Appendix C.

A4 Implementations

We implement BT with scipy.org and numpy. For
the statistical tests, we use the default implemen-
tation from scipy.org. For Elo, we implement a

wrapper around existing code: https://github.

com/ddm7018/Elo. Similarly, for TrueSkill, we im-
plement a wrapper around existing code: https:
//pypi.org/project/trueskill/.

B Proof of Proposition 1

Proof. We observe that the case of the MEAN and
the MEDIAN are direct by definition.

My_p > 0 is equivalent to saying that for more
than 50% of instances, ngl) > Xé”, i.e., A is better
than B on more than 50% of instances. On the
other hand, BT correctly gives A better than B <=
P(A>B)>P(B>A) < P(A>B)>1,ie,A
is better than B on more than 50% of instances. So,
BT is consistent <= A is better than B on more
than 50% of instances <— Mjy_pg > 0. ]

C Disagreement breakdown

Compared to experiments in the main paper, we
provide a more detailed breakdown of the disagree-
ment in Table 3.

D Different view on uncertainty

As argued in the main paper ( Sec. 3.2), the choice
of aggregation mechanism bears strong similarities
with the choice of statistical test. Thus, we measure
in how many setups difference between systems
that are statistically significant according to one
test are also significant according to another.

We compare: paired t-test (usually to compare
means), the Mood’s median test, and the sign test
(consistent with BT). We also add the Wilcoxon
sign-rank test as it was often recommended by pre-
vious work (Owczarzak et al., 2012; Dror et al.,
2018).

In Fig. 6, we plot the frequency with which test
j yields a significant difference among the pairs
of systems for which the test i has already yielded
a significant difference. The diagonal depicts the
overall percentage of pairs of systems for which
the test finds a significant difference. Note that the
matrix is not symmetric.

Interestingly, when the Mood’s median test says
the difference between two system is significant,
98% of the times it is also the case for the paired
t-test and 89% of the times it is also the case for
the Sign test. So the Mood’s median is the most
restrictive, finding less often significant difference
than the other two. In comparison, the Sign test
and the Wilcoxon’s sign-rank test find significant
differences between systems much more frequently.
In general, the paired t-test is the one finding dif-
ferences the most frequently.

E Details about the Bradley—Terry model

Given a pair of systems §; and §;, the Bradley—
Terry model estimates the probability p; ; that the
system S; is better than the system §; based on their
relative strengths: /\li" ot

BT estimates these parameters \; for each of the
n systems from the observed results of evaluation.
We denote as w; ; the number of instances for which
S; scores higher than §;. Note that, in our setup,
there is one comparison per test instance. In the
main paper, we said that the solutions for A are
found in closed-form for n = 2. When the number
of systems is greater than 2, the parameters are
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BLEU ROUGE

ROUGE-WE MoverScore BERTScore

Mean/BT Med/BT Mean/Med Mean/BT Med/BT Mean/Med Mean/BT Med/BT Mean/Med Mean/BT Med/BT Mean/Med Mean/BT Med/BT Mean/Med

Disagree. .09 A3 15 .07 A3 .14 A2 .06 13 .05 A1 A2 .05 A1 A2
TACO8  +#SotA 43 73 47 33 52 47 58 20 47 10 50 47 13 17 27
# Top3 13 a7 11 .61 .80 81 87 .65 .80 43 73 .70 .60 93 .87
Disagree. .08 13 13 .08 .16 .16 .07 A5 .16 .06 14 13 .06 W12 A2
TACO9  #SotA 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
# Top3 .70 .70 .70 .63 87 .82 48 73 a5 33 .70 .70 43 73 .67
Disagree. | .07 12 12 06 13 12 05 13 12 04 a1 10 04 a1 10
TACI11 # SotA 37 .67 50 42 .64 61 33 .67 .65 40 .63 .63 27 73 .63
# Top3 73 87 83 58 88 87 60 93 92 57 87 80 43 87 83
Disagree. .14 17 A2 .08 07 .02 .06 05 .02 07 .06 .08 .08 .08 .04
CNN/DM ~ # SotA 53 80 83 00 00 00 00 00 00 00 00 00 00 00 00
# Top3 97 97 90 73 49 24 90 42 A48 .00 .00 .00 90 90 .06
Disagree. | .07 08 05 07 07 04 07 08 04 03 04 03 03 04 03
WMTI17 # SotA 17 19 .14 28 42 23 35 40 19 22 A5 24 A5 22 24
# Top3 43 57 40 56 63 29 57 67 40 26 37 37 23 27 33
Disagree. .09 .09 .03 A1 A1 .04 A2 12 .04 .06 06 .04 .06 .06 .03
WMTI8  +# SotA 67 63 24 55 65 26 61 67 66 47 49 18 43 47 31
# Top3 a7 74 25 .56 .69 39 .66 71 40 57 58 33 57 58 19
Disagree. | .07 08 04 10 11 04 1 11 05 05 04 05 04 04 05
WMT19 # SotA 32 .36 25 44 45 18 46 A8 .16 32 25 33 31 17 35
# Top3 54 42 30 48 54 .30 51 54 33 54 41 46 39 .26 39
Disagree. | .26 22 34 24 19 24 27 28 22 28 19 29 18 24 20
TC # SotA 53 43 .66 52 46 40 53 .63 45 .63 33 53 .30 40 27
# Top3 57 60 63 57 56 60 62 55 47 63 60 60 53 57 57
Disagree. 28 24 32 25 23 22 21 22 22 12 .20 19 13 12 13
pC # SotA 50 50 63 42 53 43 28 33 30 33 47 50 30 37 43
# Top3 33 33 43 42 .60 55 37 72 .63 23 .30 27 27 20 .07
Disagree. | .20 18 12 18 14 03
MSCOCO  # SotA 1.0 1.0 .00 .03 .03 .00
# Top3 10 10 17 10 1.0 47

Table 3: Disagreement between aggregation mechanisms per dataset and per metric.

paired t-test
(Mean)

04
0.90

Mood’s test
(Median)

m

Sign test
(BT)

Wilcoxon’s test

(BT)

Figure 6: In this matrix, the cell in row i and column
Jj indicates the frequency with which the test j finds
a difference significant among the pairs of systems for
which the test i has found the difference significant. For
example, when the Mood’s median test finds a signifi-
cant difference between a pair, 98% of the times, the
paired t-test also finds the difference significant.

found by an iterative optimization algorithm that
maximizes the following log-likelihood:

L) = wijlog(A\) —wijlog(Ai+4)),

i=1 j=1
2)
where A = [Aj,..., Ay].

Denote W; as the number of comparison in which
system i is better: W; = > jwi,j- Then, the algo-
rithm iteratively performs the following two up-

dates (at step 1):

-1
wij+wj .
=Wl Y| v 3
O 0| b
iz A TA;
A
AUFD Vi. 4)

: _ij‘k’

It can be shown that starting from a random A this
algorithm improves the log-likelihood at every iter-
ation and converges to a unique maximum.

For the practical implementation, only a thresh-
old € defining when to stop has to be decided. We
choose to stop iterating when at step ¢, if the new
vector of parameter A remains close to the previous
one: |[A(+1) — A2 < ¢. Throughout our experi-
ments, we always set e = 1-107°.

F Transitivity with BT and Arrow’s
theorem

One possibly counter-intuitive behaviour of BT is
that adding or removing a baseline can impact the
scores and ordering of other systems. For example,
consider two systems A and B with the following
scores: .4 = [1,2,3] and .#p = [2,3,1]. Then,
BT identifies system B has better with a relative
strengths of % Now suppose another system C is
added with scores .#Z¢ = [3,2, 1], running BT on
these 3 systems together gives the result that all
systems have an equal strength, so now B is not
seen as better than A.
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We search for triple of systems which exhibit
this pattern in our data and couldn’t find any as
long as we use more than 10 test instance.

Can we hope to fix this weakness? Arrow’s im-
possibility theorem says no (Arrow, 1950). Our
setup matches very well the problem of aggregat-
ing social preferences from voters. In this context,
Arrow (1950) proved that no aggregation mecha-
nism with more than 2 voters and 3 possibilities can
simulataneously meet the 3 following criterion: (i)
monotonicity: if every voter prefers X over Y, then
the aggregation ranks X above Y, (ii) (IAA) the
aggregated preference between X and Y should re-
main unchanged if voter preferences between other
pairs change, and (iii) no dictators: the outcome is
not decided by a single voter. In our framework,
voters are test instance and preferences are given
by the evaluation metrics. BT can fail on the second
criteria, and MEAN and MEDIAN can be dictatorial
(as seen in the paper). A way around this problem
is to remain with pairwise comparisons of systems
n < 3 and use BT. In that case, there is no possibil-
ity for BT to fail on IIA.

G Variants of BT: Elo and TrueSkill

BT has been extended in various ways. We discuss
here two important variants that we incorporate in
our analysis tool: Elo and TrueSkill.

G.1 Elo ratings

The Elo rating (Elo, 1978) is variant of the BT
with an online update rule, i.e., the rating of sys-
tems (players) is updated as new test instances (new
games) arrive. As BT, Elo computes the probability
that systems §; beats system S;. Now, the 7-th test
instance arrives and system S; receives the score s;
and system S; receives the score s;. We update the
rating R based on this observed difference d; ;:

(t+1) _ o) O

R/ =RY+K (5,7, 010, Q,,-) )
where K is parameter that has to be chosen, R the
rating of some system, and Q plays a role analo-
gous to A\, in BT. K controls how much each new
instance can change the ratings. It can be shown
that, implicitly, Elo corresponds to a version of BT
where the strength of systems is represented by a
normal distribution: \; +¢;, ¢ ~ .4 (0,0?), with
a variance o shared by all players (Elo, 1978). In
our implementation, we provide the user with the
ability to choose K and set it to 20 by default.

Disagree. # SotA  # Top-3

MEAN vs. MEDIAN 4% 18% 30%
MEAN vs. BT 9% 40% 49%
MEDIAN vs. BT 9% 41% 55%
MEAN vs. Elo 20% 55% 84%
MEDIAN vs. Elo 19% 56% 84%
MEAN vs. TrueSkill 18% 44% 76%
MEDIAN vs. TrueSkill 17% 46% 79%
BT vs. Elo 16% 38% 75%
BT vs. TrueSkill 18% 53% T2%
Elo vs. TrueSkill 18% 45% 1%

Table 4: Global disagreement (as in Table 1) be-
tween aggregation mechanisms repeated with Elo and
TrueSkill.

G.2 TrueSKkill

TrueSkill (Herbrich et al., 2007) is Bayesian variant
of the Elo rating system. It also updates the ratings
of systems online, i.e., ratings change as new test
instances arrive. Now, the strength of a system §;
is represented by a normal distribution, .4 ()\;,0?).
In contrast to Elo, each player has its own variance.
The update follows Bayes rule, but is intractable
in general, so message passing approximation are
often employed.

H Comparison of Elo, TrueSkill, and BT

We repeat the experiments of Table 1 from the main
paper by replacing BT with Elo and TrueSkill with
their default parameters. The results are shown in
Table 4. With Elo and TrueSkill, the same conclu-
sions from the main paper hold, i.e., paired aggrega-
tion mechanisms exhibit significant disagreement
with MEAN and MEDIAN. Some discrepancies be-
tween BT, Elo, and TrueSkill remain which calls for
further investigations about which one to choose.
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