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Abstract

NLP has a rich history of representing our
prior understanding of language in the form of
graphs. Recent work on analyzing contextual-
ized text representations has focused on hand-
designed probe models to understand how and
to what extent do these representations en-
code a particular linguistic phenomenon. How-
ever, due to the inter-dependence of various
phenomena and randomness of training probe
models, detecting how these representations
encode the rich information in these linguis-
tic graphs remains a challenging problem. In
this paper, we propose a new information-
theoretic probe, Bird’s Eye, which is a
fairly simple probe method for detecting if and
how these representations encode the informa-
tion in these linguistic graphs. Instead of us-
ing classifier performance, our probe takes an
information-theoretic view of probing and es-
timates the mutual information between the
linguistic graph embedded in a continuous
space and the contextualized word represen-
tations. Furthermore, we also propose an ap-
proach to use our probe to investigate local-
ized linguistic information in the linguistic
graphs using perturbation analysis. We call
this probing setup Worm’ s Eye. Using these
probes, we analyze BERT models on their
ability to encode a syntactic and a semantic
graph structure, and find that these models en-
code to some degree both syntactic as well
as semantic information; albeit syntactic infor-
mation to a greater extent. Our implementa-
tion is available in https://github.com/
yifan-h/Graph_Probe-Birds_Eye.

1 Introduction

Graphs have served as a predominant represen-
tation for various linguistic phenomena in natu-
ral language (Marcus et al., 1993; De Marneffe
et al., 2006; Hockenmaier and Steedman, 2007;
Hajic et al., 2012; Abend and Rappoport, 2013; Ba-
narescu et al., 2013; Bos, 2013). These graph based
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representations have served our intuition for repre-
senting both language structure (Chomsky, 1957)
as well as meaning (Koller et al., 2019).

With the growing popularity of pretrained lan-
guage models that build contextualized text repre-
sentations (Reid et al., 2020; Devlin et al., 2019,
inter alia), various probing models have been in-
troduced to understand if and how our linguis-
tic intuitions are encoded in these representations.
These probes train supervised models to predict
pieces of linguistic information such as POS (part-
of-speech), morphology, syntactic and semantic
relations, and other local or long-range phenom-
ena in language (Belinkov et al., 2017; Conneau
et al., 2018; Hewitt and Manning, 2019; Tenney
et al., 2019b; Jawahar et al., 2019). However, it
is still an open question if these representations
somehow encode entire linguistic graph structures
such as dependency and constituency parse trees or
graph structured meaning representations such as
AMR (Abstract Meaning Representation), UCCA
(Universal Conceptual Cognitive Annotation), etc.

A popular recent work, the structural probe (He-
witt and Manning, 2019), has investigated how
contextualized representations encode syntax trees.
They tested if a linear transformation of the net-
work’s word representation space can predict par-
ticular features of the syntax tree, namely, the dis-
tance between words and depth of words in the tree.
Thus, the structural probe cannot by itself answer
the question if these representations encode entire
linguistic graph structures. Moreover, the struc-
tural probe is only designed for tree structures and
cannot be extended to general graphs.

In this work, we introduce a new probing ap-
proach, Bird’ s Eye, which can be used to de-
tect if contextualized text representations encode
entire linguistic graphs. Bird’ s Eye is a simple
information-theoretic probe (Pimentel et al., 2020b)
which first encodes the linguistic graph into a con-
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Figure 1: Methodology of Bird’ s Eye: To probe pretrained language models, linguistic graphs are embedded in
a continuous space and the mutual information between graph embeddings and word representations is calculated.

tinuous representation using graph embedding ap-
proaches (Cai et al., 2018) and then, estimates the
mutual information between the linguistic graph
representation space and the contextualized word
representation space. An illustration of the probe
approach is given in Figure 1. The information
theoretic approach is more reliable than training a
probe and using accuracy for probing as it is de-
batable if the classifier-based probe is probing or
trying to solve the task (Hewitt and Liang, 2019; Pi-
mentel et al., 2020b). We further extend Bird’ s
Eye to probe for localized linguistic information
in the linguistic graphs such as POS or dependency
arc labels in dependency parses. We call this probe,
Worm’ s Eye.

In our experiments, we first illustrate the relia-
bility of our probe methods and show the random-
ness of previous probe methods that use accuracy.
Then, we use Bird’ s Eye to detect syntactic
and semantic structures in BERT, showing that
much syntactic and some semantic structure are
encoded in BERT. Besides, we also use Worm’ s
Eye to probe for specific linguistic information in
syntactic trees and semantic graphs respectively to
see which kinds of localized linguistic information
is encoded in BERT. Our probing results are con-
sistent with previous probe methods (Hewitt and
Manning, 2019; Reif et al., 2019; Liu et al., 2019;
Tenney et al., 2019a,b; Wu et al., 2021). We also
discuss limitations of our probe and how future
work can build upon our foundation.

2 Bird’s Eye Probe

In this section, we introduce our information-
theoretic approach for probing linguistic graph
structures in word representations. The MI esti-
mate is used to understand how much of the infor-
mation in the linguistic graph structure has been
learnt by the pretrained models.

Let X = {x1,..., 2} denote an input sentence
(each z; is the contextual embedding of a token
in the given vocabulary V) and G denote the cor-

responding linguistic graph. Furthermore, let X
denote a random variable that takes values ranging
over all possible token sequences in V. Correspond-
ingly, let G denote a random variable that ranges
over all possible corresponding linguistic graphs.
We use I(X; G) to denote the linguistic structure
information that is included in the given word rep-
resentations. Note that the MI value I(X;G) is
always non-negative, and a large MI implies that
more of the structure information is encoded in the
word representations. In order to make the MI com-
putation easier, we additionally assume alignments
between the nodes V' in the graph G and the words
in X. This alignment is one to one, for example,
in dependency parsing (Marcus et al., 1993) but an
aligner might be needed in some cases (Banarescu
etal., 2013).

There are three main challenges in estimating
MI in our setting. First, the MI estimation of dis-
crete graphs and continuous features has been an
elusive problem (Ross, 2014; Kraskov et al., 2004;
Escolano et al., 2017), since there is no widely ac-
cepted definition of mutual information in this set-
ting. Second, the dimensionality of the contextual-
ized word representations is very high. Traditional
methods (Moon et al., 1995; Steuer et al., 2002;
Paninski, 2003) for MI estimation do not scale well
with large sample size or dimension (Gao et al.,
2015). Getting accurate estimates of mutual infor-
mation in the high dimension is not easy. Third,
graphs across different linguistic formalisms could
have different entropy values, and thus the MI value
I(X;G) may be uncomparable across the differ-
ent linguistic graph formalisms. For example, if
syntactic trees G and semantic graphs G’ have the
same MI value with X ie. I(X;G) = I(X;G)
while the entropy values are fairly different i.e.
I(X;G) = H(G) << H(G), it is not proper to
conclude that X contains the same amount of in-
formation from structures G and G’, since they cor-
respond to different percentages of the amount of
uncertainty. Thus, the MI values must be inter-
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preted carefully.

Bird’ s Eye tackles the aforementioned diffi-
culties by transforming the linguistic graphs into
a continuous space using a graph embedding ap-
proach. Then the MI between graph embeddings
and word representations is estimated using a re-
cently proposed method (Belghazi et al., 2018)
which performs well even in high dimensions. Fi-
nally, we also estimate a lower and upper bound of
the MI, which is used to interpret the MI value. We
describe various stages of Bird’ s Eye below:

2.1 Graph Embedding

The provided linguistic graphs can typically be rep-
resented as an adjacency matrix. Directly calculat-
ing MI with the adjacency matrix is not useful due
to the sparsity and discreteness of the adjacency ma-
trix representation. Thus, we transform the graphs
into a continuous space where each node is rep-
resented by a continuous representation of same
dimensionality.

Theoretically, if the graph embedding approach
is perfect, we can use the invariant property of
mutual information (Kraskov et al., 2004). This
property states that under some fairly strong con-
ditions, there exists an invertible function f(-) that
satisfies G = f~1(f(G)), where the graph embed-
dings are Z = f(G). Thus, we can transform G
into graph embeddings Z, and:

I(X;2) = I(X;0) (1)

In this paper, we use DeepWalk (Perozzi
et al., 2014), which is based on the skip-gram
model (Huang et al., 1993; Mikolov et al., 2013)
for graph embeddings'. Specifically, given a node
v € V encoded as the one-hot vector 1, the model
tries to predict its neighbor’s vector 1,/ where
v’ € N,. The graph G = {V, E'} is first sampled
to generate a set of random walks. Then the graph
neighborhood relationship is represented by the co-
occurrence of nodes in the walk paths. Finally, for
all the walks, Word2vec (Mikolov et al., 2013) with
skip-gram is used to maximize the co-occurrence
likelihood?:

L(0) = H H P(Ly |13 0). 2)

veV ’l)/eNv

"Note that the Bird’s Eye probe is a general probe.
Other graph embedding approaches can also be selected for
the transformation under specific conditions.

2Note that in Word2vec, the window size is a hyperparam-
eter that need to be selected by users. Here, for simplicity, we
set the window size as 1.

Let Z = ®{zy|v € V} denote the learnt graph
embedding where 2z, is the embedding of node v.
Here & denotes the concatenation operation.

In our experiments, we also explore to what ex-
tent the original linguistic graphs can be restored
by the graph embeddings, which tests the extent
to which eq. 1 holds and if we can use I(X; Z)
instead of I(X;G) to estimate MI. More details
can be found in Appendix A

2.2 Mutual Information Estimation

To estimate I(X’; Z) in high dimensions, we maxi-
mize the compression lemma lower bound (Baner-
jee, 2006) as mentioned in Belghazi et al. (2018).
Specifically, for a pair of random variables X
and Z, the mutual information is equivalent to
the Kullback-Leibler (KL) divergence between
the joint distribution Py z and the product of the
marginal distributions Py ® Pz:

I(X;Z):DKL(szHPX ®Pz). (3)

From the compression lemma lower bound (Baner-
jee, 2006), the KL divergence D1, (P||Q) can be
bounded as:

Dir(P||Q) > sup Ep[T] —log(Egle’]), (4)
TeF

where F can be any class of functions 7" : 2 — R
satisfying certain integrability constraints. Thus, in
the inequality 4, the lower bound can be obtained
by finding a function in the set F:

I(X; Z) > sup E]P’XZ [T] - log(EP;\f@ﬂ]’z [eT])'
TeF

To get a tight estimate of I(X; Z), we need the
lower bound to be as high as possible. Thus, the MI
estimation problem turns into an optimization prob-
lem to maximize the compression lemma lower
bound. To ensure that, similar to Belghazi et al.
(2018), we let F = {Tjy }sco be the set of functions
parametrized by a neural network, and optimize the
neural network using stochastic gradient descent.
Formally, the objective function is:

max(Ep ) [T5] — log(Epm g pev ")) (5)
Here, IP’g??Z IP’S?) and ]P’g) are empirical joint and
marginal distributions over a sample of n (sentence,
graph) pairs.

We calculate graph embeddings for each sen-
tence independently, and regard one sentence as
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a mini-batch to optimize the neural network itera-
tively for MI estimation. Note that different from
existing probe models, our objective of the neural
network is to find an optimal function in F and
estimate MI, rather than use prediction accuracy.
Besides, the neural network is very simple (MLP).
Therefore, there is no need to split dataset into train-
ing and test to test generalization in MI estimation?.
The negative of the training loss as eq. 5 can be
taken as MI estimation directly (Belghazi et al.,
2018; Cristiani et al., 2020). In our experiments,
we verify the effectiveness of the MI estimation
method to prove that the probe is stable. More tech-
nical details of the MI estimation model and how it
is trained are given in Appendix B.

2.3 Control Bounds

Next, we introduce two control bounds to interpret
the MI value, whose functions are similar to the
control task introduced by Hewitt and Liang (2019).
As mentioned, comparing MI alone across different
types of structures is not useful, since the entropy
values of graph embeddings can also be different.
Thus, we calculate an upper and a lower bound of
the MI value based on the graph structures. Instead
of using the MI value alone, we interpret it by its
relative value in terms of the two control bounds.
Formally, for the MI between graph embeddings
and word representations, we have:

I(R;2) < I(X;2) < I(2;2).  (6)

The lower bound is the MI between a truly random
variable R (i.e., independent of the graph) and the
graph embedding Z. Thus, I(R;Z) = 0. The
upper bound telescopes to the graph structure’s
self-entropy®.

Using these two control bounds, we interpret the
structure information by the relative MI value’:

[(X;2) - 1(R; 2)
1(2,2)-1(R; 2)’

MIG(G) = (7)

The MI estimates I(Z; Z) and I(R; Z) can be ob-
tained in the same way as I(X’; Z) (using the MI
estimation method mentioned above). MIG (eq. 7)

3 Alternatively, the dataset can be divided evenly into train-
ing and test for MI estimation.

*Note that for continuous random variables Z, the number
of values that Z can take is infinite. In this condition, I (Z; Z)
tends to infinity. Thus, we use a small noise € and approximate
itasI(Z + ¢, 2).

3The definition is similar to the uncertainty coefficient.

scales the MI value for graph embeddings with
different self-entropy values into the same range:
MIG(G) € [0, 1]. Intuitively, MIG captures what
percentage of the structure information is encoded
in word representations.

Since M IG(G) is scaled using I(R; Z), it also
helps reduce the error in MI estimation. As men-
tioned, we maximize compression lemma lower
bound 5 as the MI estimate. However, there could
be a gap between it and the ground-truth MI value.
Based on the fact that the ground-truth I(R; Z) =
0, we can know that the gap I(R; Z) — I(R; Z)
is equal to —I(R; Z). In MIG (eq. 7), the gap is
added for both numerator and denominator, which
reduces the error brought by MI estimation®.

2.4 Worm’s Eye Probe for Localized
Linguistic Structure

Bird’s Eye allows us to probe for entire lin-
guisitic structures. However, for us to have a com-
plete understanding, we might also want to probe
for some localized information in the linguistic
graphs. For example, we may want to know if
BERT knows about POS tags or certain dependency
relations in the syntax parse. We formulate probing
for localized linguistic information as probing for
a subgraph of the linguistic graph and reuse our
Bird’s Eye probe for it. We call this setting
Worm’ s Eye as we are now analyzing if these
representations capture local sub-structures.

To probe localized linguistic information G =
{Vs, Es}, we use perturbation of the original struc-
ture for analysis. Specifically, we add a perturba-
tion to the original graph embedding Z based on
the subgraph G;. For all the nodes in V; or nodes
connected by edges in E, we add a noise on their
corresponding node representations in Z. Let Z’
denote the corrupted graph embedding. Then, we
define the following:

(x5 2) - 1(R; 2)

MIL(Gs) =1 I(X;2) - 1(R; 2)

, (®

MIL describes how much MI is contributed by
the local structure Gs. When the local structure
is the whole graph, Z’ is completely noisy and
MIL(Gs) equals to 1, which means the entire MI
value I(X; Z) is contributed by the local struc-
ture. If the local structure is an empty set, we have

®In our experiment, we show that the estimated values
satisfy |[I(R; Z)| < 107% x I(Z; Z), which is small enough
to be ignored.
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Z' = Z. Then we can get MTL(Gs) = 0, repre-
senting that the local structure does not contribute
anything to the MI value.

If we control the perturbation of different types
of local structures at the same level, we can com-
pare how well they are captured by the word repre-
sentations relative to each other using eq. 8. Specif-
ically, for relations with labels, e.g., types of de-
pendency relations in syntax trees, we set the same
perturbation on the graph embeddings. Then, we
test and compare M I L(G;) for different types of
relations. Larger M I L(G) for a particular relation
type implies that more information about this rela-
tion type is encoded in the word representations.

3 Probing for Syntactic and Semantic
Graph Structures

We use our Bird’ s Eye probe to detect two lin-
guistic structures in the pretrained models, namely,
dependency syntax (Marcus et al., 1993; De Marn-
effe et al., 2006) and a more semantic formalism,
AMR (Banarescu et al., 2013).

We first use our model to probe for Stanford
dependencies (de Marneffe et al., 2006). For a
sentence X with tokens {1, za, ..z7}, the syntax
tree defines a directed labelled tree where tokens x;
are represented as nodes and relations among them
as labeled edges. We ignore the edge direction and
labels for simplicity in our work’. Future work can
consider incorporating edge direction and labels.
We embed the given syntax tree into a continuous
space as mentioned before. Then, we calculate the
MIG (eq. 7) as described before to determine how
much syntax information is captured in the given
contextualized representations.

Next, we test if contextualized representations
capture a semantic graph representation — the Ab-
stract Meaning Representation (AMR) (Banarescu
et al., 2013). Different from syntactic trees, se-
mantic graphs are not tree structured, and there
can be loops or reentrencies. In the AMR anno-
tation, plurality, articles and tenses were dropped
and thus, there is no one-to-one corresponding be-
tween words in the sentence and nodes in the AMR
graph. Thus, we use an off-the-shelf aligner (Pour-
damghani et al., 2014) and calculate MI between
the AMR graph embedding and the representations
of those words that are aligned with a node in the
AMR graph. For simplicity, edge directions and

"The Stanford dependency tree also contains one empty
root node, which is also ignored

labels are also ignored in this setting.

4 Experiments

Our experiments mainly comprise of two parts:
1. Verification of the probe: The first part is for
verification of the probing methodology and ensur-
ing that the graph embeddings retain information
about the linguistic graphs i.e eq. 1 holds. We do
this by testing if the graph embeddings can be used
to restore the original graph.
2. Probing for graph structures: The second
part is about using the probe to detect syntactic and
semantic graph structures in BERT. Importantly,
we probe if pretrained BERT captures entire graph
structures as well as specific relational information
in these linguistic graphs. To contrast with previous
accuracy and training based probes, we also train a
group of simple MLP models with different number
of hidden layers and use accuracy for probing. We
show that designing and training a model to probe
entire or localized linguistic structures is not as
reliable as our information-theoretic approach.
We use gold annotations from the Penn Treebank
and the AMR Bank for all our experiments. For
the contextualized word representations, we select
pretrained BERT models, specifically BERT-base
(uncased) and BERT-large (uncased). Since BERT
generates word-piece embeddings, to align them
with gold word-level tokens, we represent each
token as the average of its word-piece embeddings
as in Hewitt and Manning (2019). We also use
two non-contextual word embeddings as baselines:
GloVe embeddings (Pennington et al., 2014) and
ELMo-0, character-level word embeddings with
no contextual information generated by pretrained
ELMo (Reid et al., 2020).

4.1 Evaluation of Graph Embeddings

We first evaluate how well the graph embeddings
can capture the linguistic graph structures by pre-
dicting the original graphs with them. We use sim-
ple MLPs of 6 different settings with varying num-
ber of hidden layers. More details can be found in
Appendix C. We use AUC score as the metric to
evaluate the graph prediction performance, which
is a common metric in link prediction that com-
putes area under the ROC curve (Fawcett, 2006).
The results are presented in Table 1. We can
see that for both syntax trees and semantic graphs,
MLPs can achieve good performance in restoring
the original graph using graph embeddings where
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Figure 2: MIG scores with syntactic and semantic structures, respectively for word representations in BERT
models (BERT-base with 12 layers and BERT-large with 24 layers). Note that results at the input layer are also

reported, where the BERT Hidden Layer Index is 0).

Table 1: Performance (AUC score for link prediction)
on restoring graphs with graph embeddings

# of hidden layers ‘ Syntax tree ‘ AMR graph

0 0.5620 0.5620
1 0.6330 0.5494
2 0.9637 0.8804
3 0.9780 0.9263
4 0.9806 0.9162
5 0.9791 0.9192

the AUC score is quite high. Thus, we can be confi-
dent that equation 1 holds, and we can calculate M1
based on the graph embeddings. Future work can
explore better graph embedding approaches. We
also evaluate our probe by adding noisy represen-
tations to the graph embeddings to prove that it is
capable of teasing out different levels of dependen-
cies. Details can be referred to in Appendix D.

4.2 Probing Entire Structures

We first used the Bird’ s Eye probe to detect if
entire linguistic structures are encoded in hidden
representations of BERT®. We also include two
non-contextual word representations — GloVe and
ELMo-0 as baselines. We report M IG as the re-
sults of our probe on the two graph structures in
Figures 2(a) and 2(b).

The MIG estimations for syntactic structure
probing of both BERT-base and BERT-large are
quite high, which implies that BERT encodes much
syntactic information. However, for the semantic
structure, the M IG scores of BERT models are
lower, suggesting that BERT does not encode the
semantic structures as well. These two conclusions
are consistent with previous works (Liu et al., 2019;

8For all MI estimation experiments, we repeat the experi-
ment 20 times and take the average to get stable results.

Tenney et al., 2019b; Wu et al., 2021) which have
found that unlike syntax, semantics is not captured
well by the pretrained models.

We also observe an interesting trend when com-
paring M I G across layers. We find that for syntax,
M IG starts to decrease in the upper layers, espe-
cially for the BERT-large. This is consistent with
previous works which report that BERT models
syntax more in the lower and middle layers (Ten-
ney et al., 2019a). For semantic graphs, M IG is
steady across all layers. It means that semantic
information is spread across the entire model. The
results are consistent with existing work (Rogers
et al., 2020). For the two non-contextual base-
lines, GloVe and ELMo-0, we can see that their
M IG scores are lower compared with contextual-
ized representations, especially for syntax. Previ-
ous work (Hewitt and Manning, 2019) has drawn
similar conclusions. While for the semantic graphs,
the gap is not significant.

4.3 Probing Localized Information

In this section, we show how we can use the
Worm’ s Eye probe to understand if the contextu-
alized representations capture localized linguistic
information in the dependency parses such as POS
information or relational dependency information.
As described before, we design various perturba-
tion experiments using our Worm’ s Eye probe.
For probing POS information or a dependency re-
lation type, we add noise to the graph embeddings
of the corresponding node(s). After that, we cal-
culate the M IL ratio (eq. 8) to show how much
particular linguistic information (POS or relation
type information) is contained in the word repre-
sentations. We repeat the experiment 20 times and
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use boxplots to present all the results.
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Figure 3: ML scores of probing 5 types of POS tags
(localized syntactic structure) for word representations
in BERT-base (output layer). The local structure is de-
cided by the POS tags attached on nodes.

First we use Worm’ s Eye to test for POS in-
formation, which is tagged as node labels in the
dependency tree. We select 5 POS tags: IN, NNP,
DT, JJ, and NNS, which have high and roughly
the same frequencies in the Penn Treebank dataset.
Complete statistics about the POS tag frequencies
can be found in Appendix E. We ensure that the
amount of perturbation of the graph embeddings
is the same for each type. Figure 3 presents the re-
sults. We find that NNP achieves the highest M 1L
score, while NNS achieves the lowest. This implies
that BERT encodes syntactic information for sin-
gular proper nouns (NNP) and adjectives (JJ) more
than plural nouns (NNS).
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Figure 4: ML scores of probing 5 types of localized
syntactic structure for word representations in BERT-
base (output layer). The local structure is decided by
the dependency relation labels attached on edges.

Next, we probe 5 types of universal depen-
dency relations in the Penn Treebank dataset (PTB).
These are prep, pobj, det, nn and nsubj. These 5
relations also roughly occur the same number of
times in PTB. Complete statistics about the num-
ber of occurences of these relation types can be
found in Appendix E. Similarly, for each type of

g
=)

o
©

o
©

/—7 = random embeddings
— GloVe

j—— ELMo0

—— BERT-base
- BERT-large

0 1 2 3 4 5
# of MLP Hidden Layers

AUC Score
o o
o

I
5

0.4

Figure 5: AUC scores of predicting syntactic trees by
various word representations.
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Figure 6: AUC scores of predicting semantic graphs by
various word representations.

relation, we add same amount of perturbation to
graph embeddings of nodes connected by the spe-
cific relations. Figure 4 shows the results, where
nsubj relations have the lowest M I L score com-
pared with other 4 types. This means that BERT
encodes more syntactic structure for prepositional
modifiers (prep), object of a preposition (pobj), and
noun compound modifier (rnn) than nominal subject
(nsubj). Reif et al. (2019) have drawn similar con-
clusions while probing for dependency arc labels.
Similar experiment for semantic structure can be
found in Appendix F.

4.4 On Accuracy-Based Probing

In contrast to our information-theoretic approach
to probing, we train a group of MLP models to
probe entire and local structures in BERT-base. We
show that these probe results mainly depend on the
model complexity rather than the structure itself.
Probing entire graph structures. A group of
MLPs are trained to predict entire syntactic and
semantic structures with word representations. Fig-
ure 5 and Figure 6 show the results. Their trends are
similar. Shallow MLPs perform the worst and deep
ones perform much better. Previous work on struc-
tural probing (Hewitt and Manning, 2019) argues
that powerful models could parse the word repre-

1850



sentations, thus a simple model should be designed.
However, in Table 1, we find that linear model even
could not restore the graph by its embeddings. Ob-
viously, its performance cannot indicate how much
structure information is included in the graph em-
beddings. Thus, there is no reasonable principle to
decide the complexity of the probe model. Given
this, designing and training a model is not suitable
to probe entire structures. A similar argument has
been placed by previous works (Pimentel et al.,
2020a,b; Lovering et al., 2021).

Table 2: Performance (AUC score) of predicting graph
structures with MLPs of different complexity

Relation Type ‘ linear ‘ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5
prep 0.6966 | 0.7232 | 0.9838 | 0.9858 | 0.9863 | 0.9866
pobj 0.6224 | 0.6619 | 0.9874 | 0.9888 | 0.9891 | 0.9894

det 0.7016 | 0.7222 | 0.9928 | 0.9938 | 0.9940 | 0.9943
nn 0.6877 | 0.7221 | 0.9884 | 0.9899 | 0.9904 | 0.9903
nsubj 0.6754 | 0.6938 | 0.9841 | 0.9859 | 0.9868 | 0.9869
arg 0.6686 | 0.6652 | 0.9185 | 0.9217 | 0.9189 | 0.9215
general 0.6621 | 0.6574 | 0.9192 | 0.9223 | 0.9221 | 0.9221
op 0.6500 | 0.6500 | 0.9098 | 0.9177 | 0.9130 | 0.9160

Probing localized graph structures. To prove
that accuracies of probe models for localized struc-
ture also mainly depend on the model’s complexity
rather than the local structure, we train the group
of MLPs to predict the entire syntactic structure by
word representations, and calculate the AUC scores
for each type of relations in test set as probing re-
sults. Table 2 shows the AUC score of predicting
specific type of relations. For syntactic structure,
same 5 types of relations are selected, and for se-
mantic graphs, we select 3 groups of relations to
probe: arg, general and op. Complete statistics of
AMR Bank are in Appendix E. From the results, we
can find that for MLP models with different number
of hidden layers, the ranks of AUC scores of rela-
tion prediction are quite different. For both syntax
trees and semantic graphs, there is no consistent in-
terpretation of the results to conclude which types
of relations are encoded in BERT. We also run the
experiment in the perturbation settings, which can
be referred to Appendix G.

Combining the results of probing with accuracy
in Figure 5, Figure 6, and Table 2, we can find that
the prediction decisions are not based purely on
the structure but rather on spurious heuristics. This
has also been concluded and discussed in some
recent works (Hewitt and Liang, 2019; Lovering
et al., 2021). Thus, training models is not feasible
to probe structures. For our probe methods, the
randomness of models such as complexity is not an
issue, since the one with highest estimation should

be selected for tighter compression lemma bound 4
as introduced by Pimentel et al. (2020b).

4.5 Hyperparameter and Efficiency

Information-theoretic approaches sacrifice simplic-
ity and efficiency to achieve reliable probing results
compared to accuracy-based probes. Even though
our probes are quite simple, there are more hyperpa-
rameters that need to be selected by users compared
to accuracy-based probes. To help users implement
our methods in their setting, we briefly describe
some guiding principles to help them select hyper-
parameters, and point out several potential ways to
make our probing approach more efficient.

Our probes are composed of two steps: (a) com-
putation of the graph embedding, and (b) estima-
tion of the mutual information. The guiding prin-
cipal in the graph embedding step is to retain as
much linguistic graph information as possible. In
our experiments, we used default hyperparameters
in DeepWalk (Perozzi et al., 2014) for simplicity.
Details can be found in Appendix A. However,
users may use also use other graph embedding
approaches that incorporate edge labels, etc. to
improve our model. As the mutual information es-
timation procedure is estimating a lower bound to
the true mutual information, the guiding principle
for hyperparameter selection in this step should
be to let the MI estimation values be as large as
possible. In particular, model size is worth noting.
Deeper models can achieve a tighter lower bound.
However, these are less efficient than shallow ones.
Thus, the selection of MI estimator’s complexity is
a tradeoff. According to our empirical experience,
a relatively good choice is to use a two-layer MLPs.
More details can be found in Appendix D. Note
that it might also be harder to achieve convergence
with deeper models as training of MI estimators is
notoriously difficult. We leave a better exploration
of this to future work.

Potential users might also resort to other solu-
tions to make the probes more efficient. If the
bottleneck is in the graph embedding step, some
fast approaches (Hamilton et al., 2017; Tang et al.,
2015) can be chosen instead. If the mutual infor-
mation estimation step is the bottlenneck, some
sampling strategies can be used. A simple way
is to sample a subset of the dataset, and optimize
eq. 5 based on that subset. Alternatively, potential
users can use more sophisticated sampling strate-
gies in training as in Recht and Ré (2012). These
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approaches achieve a much better convergence rate
for MI estimation.

5 Related Work

Syntax and Semantics Probing. Many existing
works probe language models directly or indirectly
showing how much syntactic and semantic infor-
mation is encoded in them. Belinkov et al. (2017)
tested NMT models and found that higher layers
encode semantic information while lower layers
perform better at POS tagging. Similarly, Jawa-
har et al. (2019) tested various BERT layers and
found that it encodes a rich hierarchy of linguistic
information in the intermediate layers. Tenney et al.
(2019b); Wu et al. (2021) compared the syntactic
and semantic information in BERT and its variants,
and found that more syntactic information is en-
coded than semantic information. Conneau et al.
(2018) focused on probing various linguistic fea-
tures with 10 different designed tasks. Hewitt and
Manning (2019) designed a tree distance and depth
prediction task to probe syntax tree structures.
Information Theoretic Probe. With the pop-
ularity of probe methods, limitations of previous
methods have also been found. Information theo-
retic methods have been proposed as an alternative.
To avoid the randomness of performance brought
by the varying sizes of the probe models, Pimentel
et al. (2020b) proposed an information-theoretic
probe with control functions, which used mutual
information instead of model performance for prob-
ing. Voita and Titov (2020) restricted the probe
model size by Minimum Description Length. Train-
ing a model is recast as teaching it to effectively
transmit the data. Lovering et al. (2021) pointed
out that if we train a model to probe, the decisions
are often not based on information itself, but rather
on spurious heuristics specific to the training set.
Mutual Information Estimation. Mutual in-
formation estimation is a well-known difficult
problem, especially when the feature vectors are
in a high dimensional space (Chow and Huang,
2005; Peng et al., 2005). There are many tra-
ditional ways to estimate MI, such as the well-
known histogram approach (Steuer et al., 2002;
Paninski, 2003), density estimations using a ker-
nel (Moon et al., 1995), and nearest-neighbor dis-
tance (Kraskov et al., 2004). Belghazi et al. (2018)
was recently proposed as a way to estimate MI
using neural networks, which showed marked im-
provement over previous methods for feature vec-

tors in high-dimensional space.

6 Limitations and Future Work

In this paper we propose a general information-
theoretic probe method, which is capable of prob-
ing for linguistic graph structures and avoids the
randomness of training a model. In the experi-
ments, we use our probe method to show the extent
to which syntax trees and semantic graphs are en-
coded in pretrained BERT models. Further, we
perform a simple perturbation analysis to show that
with small modifications, the probe can also be
used to probe for specific linguistic sub-structures.
There are some limitations of our probe. First, a
graph embedding is used, and some structure infor-
mation could be lost in this process. We provide
simple ways to test this. Second, training a MI
estimation model is difficult. Future work can con-
sider building on our framework by exploring better
graph embedding and MI estimation techniques.

Broader Impact and Discussion of Ethics

In recent years, deep learning approaches have been
the main models for state-of-the-art systems in nat-
ural language processing. However, understanding
the decision making in these systems has been hard,
and has challenges when these systems are used
in human contexts. Probing helps us gain inter-
pretability and hence is useful in deploying these
black-box models. Our work introduces a simple
and general way for understanding how linguistic
properties represented as graph structures are en-
coded in large pretrained language models which
are being applied to a wide range of structures in
NLP. The methodology and probing results can be
helpful to the development of future NLP models.

While our model is not tuned for any specific
real-world application domain, our methods could
be used in sensitive contexts such as legal or health-
care settings, and it is essential that any work us-
ing our probe method undertake extensive quality-
assurance and robustness testing before using it in
their setting. The datasets used in our work do not
contain any sensitive information to the best of our
knowledge.
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A Details of Graph Embedding

In this section, we present the technique details
of the graph embedding approach, as well as pa-
rameters. Given a graph such as syntax tree and
semantic graph, we first run random walk algorithm
on it to sample walk paths. The random walk strat-
egy is simple, each time a neighbor of current node
is selected from its neighbor set based on uniform
distribution. For each node, the length of random
walk path is 10. And the repeat time is 100. In gen-
eral, each node has 100 different walk paths with
length 10. Then we put those paths into Word2vec
model (Mikolov et al., 2013), with window size
equal to 2, since we only want graph embeddings
to capture the one-hop neighborhood relationships.
The hidden states, in other words graph embed-
dings are vectors with 128 dimensions.

B Details of MI Estimation

In this section we present technique details about
MI estimation, such as the neural network model
design and parameters. There are two terms in the
objective function 5: one is about joint distribution

Epm [To]

YL
and another is about marginal distribution
Ty
log(Epm g pim 7])-

For the joint distribution part, we concatenate the
graph embeddings Z and word representations X
first, and then put them into our designed neural net-
work to compute a scalar. Then the average value
of the scalar is computed. For the marginal part,
we randomly shuffle the representations X'. After
random shuffle, there is no dependency between X
and Z anymore. Then, we put the concatenation of
the shuffled representations and graph embeddings
into the neural network to get another scalar. We
take the exponential value of that scalar and take
the average value for the whole dataset.

As aforementioned, the selection of model size is
a tradeoff. In our experiments, we design an MLP
model with two layers for MI estimation. The first
layer is linear without nonlinear activation func-
tion, to encode graph embeddings and word rep-
resentations into same space, with 64 dimensions.
Then we concatenate those two hidden states and
put them through a nonlinear layer to get a scalar.
For example, we have one sentence with 10 words.

Assume we can get graph embeddings with size
10 * 128, and word representations of BERT with
size 10 * 768. Then we use a linear function to
map those two vectors into hidden space, say with
32 dimensions. Then we concatenate those two
embeddings as a 10 * 64 matrix, and use one extra
linear function with nonlinear activation functions
to map it as 10 1 matrix. Then we can get the com-
pression lemma lower bound as the mean value of
the 10 * 1 matrix, which is the mutual information
estimation that we want.

The loss is defined directly as the minus value of
objective function. With stochastic gradient decent,
we can maximize the lower bound to get the esti-
mation. About the mini-batch, since the document
contains many sentences, we select one sentence
as one min-batch to optimize the neural network.

The reason why we treat one sentence as one
minibatch is that we get word representations of
BERT and graph embeddings in that way. One
sentence has a complete syntax tree structure, and
getting word representations with one sentence in
BERT can make attention computed within the sen-
tence. Another reason is that using two sentences
as input may exceed the maximum BERT input
size: 512 tokens sometimes. However, if we use
mini-batch to estimate the mutual information, it
brings errors. The reason is that if we want to es-
timate the mutual information between X and Z,
the expectation should be all the data points that
we know. But here we use minibatch to calculate
the expectation for one batch only. To alleviate this
error, as introduced in Belghazi et al. (2018), we
select small learning rate to keep the error small.

C Details of MLP Models

This section introduces how to use MLP to do
link prediction task, as well as the details about
MLPs. For one sentence, given its graph embed-
dings, we simply use MLP to calculate a score for
all node pairs, and then compare with the ground-
truth graph with the predicted distribution vector.
AUC score is computed based on the distribution
vector and ground-truth vector. Note that since the
graph is very sparse, it makes the task very difficult.
Generally, the task can be regarded as a binary clas-
sification task with an extremely unbalanced data
distribution.

For the details, linear MLP simply predicts the
graph by the concatenation of two input vectors
to decide whether there is an edge between them.
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For MLPs with hidden layers, The concatenated
vectors are through non-linear layers first, then the
final output layer is linear. The dimension of all
hidden states is 128. And the learning rate is 10~%.

D Reliability of MI Estimation

MI estimation for features in high-dimensional
space is difficult. To prove that our estimated MI
values are quite accurate, we test the MI estimation
method (Belghazi et al., 2018) on sets of graph
embeddings with different levels of dependencies.
To have that, we add noise on graph embeddings
as Z'. Z and Z’ can have different dependencies
based on the added noise rate. Noise vectors are
sampled from a standard Gaussian independently.
We test the estimation for various levels of noise,
from original graph embeddings Z to the condi-
tion that 100% signals are noise o. For exam-
ple, 40% means that for each graph embedding
7" = 60% x Z 4+ 40% x o. Then, we calculate
I(Z'; Z) to see whether the values is small with
large noise added.

Table 3: MI value with different level of noise

MI percentage (%) Structure
Syntactic tree | Semantic graph
Noise ratio (%)
0 100.00 100.00
10 91.84 80.40
20 74.10 63.29
30 62.23 51.88
40 49.53 32.70
50 38.61 20.44
60 29.46 9.36
70 22.09 3.74
80 12.25 0.94
90 2.07 0.02
100 -0.03 -0.06

Table 3 presents the exact values. To make it
more readable, we report the MI percentage of
I(2';2)/I(Z; Z). From the results, we find that
for the two structures, results are not very sim-
ilar. But the general tendencies are consistent,
where less dependencies caused by larger noise
have smaller MI values. Note that when the noise
rate is 100%, I(Z’, Z) degenerates to the lower
bound I(R, Z). As mentioned before, the absolute
value of it represents the gap between the estimated
MI and ground-truth MI, which is very small (less
than 10~ x I(Z; Z)). It also proves that our MI
estimations are reliable.

E Statistics of Penn Treebank and AMR
Bank

We provide the relation number and connected
word number of Penn Treebank dataset and AMR
Bank in this section. The word number for POS
tags of Penn Treebank is also provided. The statis-
tics are for the whole dataset. We only report de-

Table 4: Penn Treebank statistics of syntax relations

Statistic .
WJ # of Relations

% of Relations | # of Connected Words

punct 121,395 11.60 193,648
prep 100,997 9.648 189,783
pobj 98,586 9.418 197,164
det 86,228 8.237 172,446
nn 81,381 7.774 143,248
nsubj 73,802 7.050 147,498
amod 66,381 6.341 125,119
root 43,948 4.198 87,896
dobj 43,054 4.113 85,997
aux 37,267 3.560 73,436
# others 26,1791 25.01 509,641

tails of relations ranked top 10. However, there are
other 35 types of relations, which are categorized
together in type # others. For the POS tagging

Table 5: Penn Treebank statistics of POS tags

W # of Words | % of Words
Tags
NN 146,228 15.89
IN 108,434 11.78
NNP 101,427 11.02
DT 90,158 9.798
1 67,396 7.324
NNS 65,867 7.158
CD 40,337 4.384
RB 34,331 3.731
VBD 33,430 3.633
VB 29,001 3.152
# others 203,578 22.12

statistics, we also only present tags with word num-
ber ranked top 10. There are still 28 types of POS
tags that are catergorized into one type # others.

Table 6: AMR bank statistics of relations

M # of Relations | % of Relations
arg 409,322 58.11
general 208,287 29.57
op 67,307 9.556
quantities 13,092 1.859
others 5,216 0.7406
date 1,114 0.1582
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The AMR graphs are different from syntax trees.
The relations of AMR graphs can be classified into
6 groups, and each group contains many types.
Specifically, the group general includes: “accom-

panier”, “age”, “beneficiary”, “concession”, “con-
dition”, “consist”, “degree”, “destination”, “direc-
tion”, “domain”, “duration”, “example”, “extent”,
“frequency”, “instrument”, “location”, “manner”,
“medium”, “mod”, “name”, “part”, “path”, “polar-
ity”, “poss”, “purpose”, “source”, “subevent”, “sub-
set”, “time”, “topic”, “value”, “ord”, and “range”.
And the quantities group includes “quant”, “scale”,

and “unit”.

For the description, arg represents frame argu-
ments, following PropBank conventions. general
are composed of a set of general semantic relations.
op means the relations for lists. Similarly, quanti-
ties are relations for quantities. And date contains
relations for date-entities.

F Probe Specific Semantic Relations

J B

arg general op
Corrupted Edge Type

Figure 7: ML scores of probing 5 types of localized
semantic structure for word representations in BERT-
base (output layer). The local structure is decided by
the labels attached on edges in AMR graph.

For semantic structure, we run the perturbation
experiment in a similar way. Different from syntax
trees, the relations of AMR graphs can be grouped
into 6 types. And number distribution is not very
even. Thus, we corrupt the graph embeddings
with 50% noise. Other settings are similar to that
of syntactic structures. From the results, we can
found that BERT encodes more structure informa-
tion about arg and general relations. While for the
op relations, which represents the relations for lists,
are not well encoded.

G Probing Localized Information with
Accuracy

Similar to our localized probing experiments, we
add perturbations on word representations. Specifi-
cally, we corrupt word representations equally and
with same number for each relation type. Then we
train an MLP with 5 hidden layers to predict entire
structures with the corrupted word representations.
AUC scores of all relation types are calculated.
As in the Worm’ s Eye, we only report 5 types
of relations for syntactic and 3 types for seman-
tic structures. Results are shown in Figure 8(a)
and Figure 8(b). We can find that the probe ac-
curacies are very unusual. First, corrupt one type
of relations, the accuracies for other types of re-
lations change significantly. Besides, the MLP is
trained with corrupted relations e.g., nsubj while
predicts prep with worst AUC score. The results
also prove the point that prediction decisions are
not based purely on the structure but rather on spu-
rious heuristics (Lovering et al., 2021).
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Figure 8: Probe specific syntactic and semantic relations
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