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Abstract

Continuity of care is crucial to ensuring pos-
itive health outcomes for patients discharged
from an inpatient hospital setting, and im-
proved information sharing can help. To share
information, caregivers write discharge notes
containing action items to share with patients
and their future caregivers, but these action
items are easily lost due to the lengthiness of
the documents. In this work, we describe our
creation of a dataset of clinical action items an-
notated over MIMIC-III, the largest publicly
available dataset of real clinical notes. This
dataset, which we call CLIP, is annotated by
physicians and covers 718 documents repre-
senting 100K sentences. We describe the task
of extracting the action items from these doc-
uments as multi-aspect extractive summariza-
tion, with each aspect representing a type of ac-
tion to be taken. We evaluate several machine
learning models on this task, and show that
the best models exploit in-domain language
model pre-training on 59K unannotated docu-
ments, and incorporate context from neighbor-
ing sentences. We also propose an approach
to pre-training data selection that allows us to
explore the trade-off between size and domain-
specificity of pre-training datasets for this task.

1 Introduction

Transitioning patient care from hospitals to primary
care providers (PCPs) can frequently result in med-
ical errors (Kripalani et al., 2007). When patients
are discharged, they often require further actions
to be taken by their PCP, who manages their long-
term health, such as reviewing results for lab tests
once they are available (Moore et al., 2007). Yet
PCPs often have many patients and little time to
review new clinical documents related to a recent

∗ Equal contribution
† Work done while at ASAPP.

hospital stay (Baron, 2010), so making this review
fast, actionable, and accurate will be beneficial.

Discharge notes are typically lengthy (Weis and
Levy, 2014) and written as free text, so PCPs
may fail to identify important pending actions,
which inadvertently leads patients to poor out-
comes. Spencer et al. (2019) found that PCPs con-
sidered the lack of a standardized follow-up section
to be a key driver in missing follow-up action items.
While discharge notes may include follow-up sec-
tions, they are typically aimed at the patient and not
curated for PCP use. Jackson et al. (2015) found
that following up on pending clinical actions is criti-
cal for minimizing risk of medical error during care
transitions, especially for patients with complex
treatment plans. Automatic extraction of action
items can make physicians more efficient by re-
ducing the high cognitive load and time-consuming
burden of using electronic health records (Tai-Seale
et al., 2017; Sinsky et al., 2016; Singh et al., 2013;
Farri et al., 2013). To our knowledge, there has
been little previous work using machine learning
to address this important clinical problem.

Potential impact Successful automatic extrac-
tion of action items can have several direct benefits.
First, it can improve patient safety by fostering
more comprehensive and complete care by PCPs.
Second, it might make physicians more efficient at
performing a comprehensive review of action items,
which is critical as physicians spend an increasing
amount of time interacting with electronic health
record (EHR) systems (Tai-Seale et al., 2017; Sin-
sky et al., 2016). Further, reviewing and synthesiz-
ing lengthy or complicated patient histories places
a significant cognitive load on physicians, which
has been associated with increased medical error
(Singh et al., 2013; Farri et al., 2013), so reducing
this cognitive load is an area of opportunity. Finally,
a working system might integrate with EHRs to au-
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Action
Type

Description Example

Appointment Appointments to be made by the PCP, or monitored
to ensure the patient attends them.

The patient requires a neurology consult at XYZ for
evaluation.

Lab Laboratory tests that either have results pending or
need to be ordered by the PCP.

We ask that the patients’ family physician repeat
these tests in 2 weeks to ensure resolution.

Procedure Procedures that the PCP needs to either order, en-
sure another caregiver orders, or ensure the patient
undergoes.

Please follow-up for EGD with GI.

Medication Medications that the PCP either needs to ensure
that the patient is taking correctly, e.g. time-limited
medications or new medications that may need dose
adjustment.

The patient was instructed to hold ASA and refrain
from NSAIDs for 2 weeks.

Imaging Imaging studies that either have results pending or
need to be ordered by the PCP.

Superior segment of the left lower lobe: rounded
density which could have been related to infection,
but follow-up for resolution recommended to ex-
clude possible malignancy

Patient In-
structions

Post-discharge instructions that are directed to the
patient, so the PCP can ensure the patient under-
stands and performs them.

No driving until post-op visit and you are no longer
taking pain medications.

Other Other actionable information that is important to
relay to the PCP but does not fall under existing as-
pects (e.g. the need to closely observe the patient’s
diet, or fax results to another provider).

Since the patient has been struggling to gain weight
this past year, we will monitor his nutritional status
and trend weights closely.

Table 1: Description and examples of action items. We created all examples specifically for the purpose of clarifi-
cation, and they do not stem from any real patient source.

tomatically address certain action items such as
scheduling appointments, thereby improving EHR
usability and further reducing medical error.

Contributions We introduce a new clinical nat-
ural language processing task that accomplishes
focused information extraction from intensive care
unit (ICU) discharge notes by selecting sentences
that contain action items for PCPs or patients. An
action item is a statement in a discharge note that
explicitly or implicitly directs the reader to an ac-
tion that should be taken as a result of the hospital
stay described in the document. Given a discharge
note, the task is to extract all action items in the
note. We cast this task as a special case of multi-
aspect document summarization, with each aspect
representing an area of patient care to monitor or
on which to take action (see examples in Table 1).

We create the first annotated dataset for this new
task, CLIP, a dataset of 718 annotated notes from
MIMIC-III (Johnson et al., 2016), comprising over
100K annotated sentences. This will be, to our
knowledge, one of the largest annotated datasets
for clinical NLP, which tend to be smaller due to
the expense of expert annotators.

We evaluate machine learning methods to tackle
this task. Similar to prior work on multi-aspect

extractive summarization, we employ sentence-
level multi-label classification techniques (Hayashi
et al., 2020). Our proposed architecture consists of
passing a sentence, and its neighboring sentences
on its left and right, through a pre-trained BERT
model (Devlin et al., 2019) with minor modifica-
tions. Since there is limited annotated data but
a wealth of unlabeled in-domain clinical notes,
we also explore the impact of unsupervised learn-
ing on this task. We develop a method for task-
targeted pre-training data selection, in which a
model trained on the downstream task selects unla-
beled document segments for fine-tuning a BERT
model. We find that this focused pre-training is
much faster than pre-training on all available data
and achieves competitive results. Our results show
that unsupervised pre-training of any form is criti-
cal to improving results.

Our code is available as open-source software 1,
and our annotations are available via PhysioNet 2,
to fully enable reproduction of our results and to
provide a benchmark for evaluating future advances
in clinical NLP in the context of this clinically

1https://github.com/asappresearch/clip
2As they are built on top of MIMIC-III, which PhysioNet

maintains, access to our annotations requires the completion
of an ethics course and a Data Use Agreement.

https://github.com/asappresearch/clip
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important problem (Mullenbach et al., 2021).

2 Related Work and Datasets

Clinical information extraction There has been
a wealth of previous work on extracting informa-
tion from clinical notes, much of which also fol-
lows an extractive summarization approach. For
example, Were et al. (2010) extracts items such as
patient smoking status and obesity comorbidities
from discharge notes. Liang et al. (2019) created
a hybrid system of regex-based heuristics, neural
network models trained on pre-existing datasets,
and models such as support vector machines for
disease-specific extractive summarization.

Liu et al. (2018b) developed a pseudo-labelling,
semi-supervised approach, using intrinsic correla-
tion between notes, to train extractive summariza-
tion models for disease-specific summaries. We
differ from these efforts in that we do not aim to
generate general-purpose or disease-specific sum-
maries, rather we focus on extracting specific ac-
tion items from discharge notes to facilitate care
transfer.

Clinical datasets Datasets and challenges on the
extraction of medication, tests, and procedure men-
tions in clinical text (Uzuner et al., 2010, 2011;
Jagannatha et al., 2019) have been released, but
without the focus on providing actionable insight
to PCPs. Additionally, multiple datasets (Uzuner
et al., 2012; Sun et al., 2013) have been introduced
for detecting temporal and co-reference relations
between parts of a note. While it may be useful for
a model to have a good grasp of co-reference and
temporal dependencies to understand what consti-
tutes actionable information for a PCP, we choose
to optimize directly for the end task, noting recent
work demonstrating that modern pre-trained neural
networks will identify and exploit such informa-
tion as needed (Tenney et al., 2019). Although on
different tasks, we note that our dataset of 718 an-
notated documents is larger than recently released
datasets, such as those from the n2c2 shared tasks.
For comparison, 500 documents were annotated for
adverse drug event extraction (Henry et al., 2020a),
150 documents for family history extraction (Liu
et al., 2018a), and 100 documents for clinical con-
cept normalization (Henry et al., 2020b). One of
the largest annotated clinical datasets, emrQA, is
built on 2,425 clinical notes (Pampari et al., 2018).

Summarization Prior summarization work,
which we build on, uses pre-trained transformer
models to construct sentence representations that
are contextualized with the entire document (Liu
and Lapata, 2019; Hayashi et al., 2020). Liu
and Lapata (2019) evaluate on three benchmark
summarization datasets consisting of news
articles. They are shorter, with average document
lengths from 400-800 words, whereas MIMIC-III
discharge notes average over 1,400 words. Liu
and Lapata (2019) evaluate with ROUGE scores
standard in summarization, whereas we take
advantage of having ground truth extracted
sentences and evaluate with classification metrics,
providing a substantially different task.

Liang et al. (2019) develop a disease-specific
summary dataset, but it is not public and their
methods involve combining a mix of outputs from
models performing auxiliary tasks such as con-
cept recognition, adverse drug event extraction, and
medication change detection, each of which have
to be individually developed and maintained.

3 CLIP Dataset

In this section, we describe the process of creating
our CLIP dataset, short for CLINICALFOLLOW-
UP, and report statistics on the dataset.

3.1 Data collection

CLIP is created on top of the popular clinical
dataset MIMIC-III (Johnson et al., 2016). The
MIMIC-III dataset contains 59,652 critical care dis-
charge notes from the Beth Israel Deaconess Medi-
cal Center over the period of 2001 to 2012, among
millions of other notes and structured data. We
annotated 718 randomly sampled discharge notes
from the set of patients that were discharged from
the ICU (i.e., survived) and thus brought back to the
care of their primary care physician or relevant spe-
cialists. Though this dataset is orders of magnitude
smaller than general summarization datasets such
as Nallapati et al. (2016), we note the relatively
large expense associated with clinical annotation
due to both the length of documents (∼160 sen-
tences on average) and the requirement of domain
experts. This dataset is also the first of its kind in
the clinical space. The total number of sentences is
107,494, of which 12,079 have at least one label.

The sampled MIMIC-III data is further split ran-
domly into training, validation, and test sets, such
that all sentences from a document go to the same
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Patient Instructions 6.55%
Appointments 4.59%
Medications 1.88%
Lab tests 0.69%
Procedures 0.28%
Imaging 0.18%
Other 0.05%

Table 2: Prevalence of each label type in CLIP training
set.

set, with 518, 100, and 100 notes respectively.

Our dataset was annotated by four physicians
and one resident over the course of three months.
We underwent several rounds of initial annotations
with calibration processes and instruction refine-
ment in between. Additional annotation details are
provided in the appendix and the full guidelines are
available on our public repository. We estimated
inter-rater reliability by having two physician anno-
tators independently annotate a set of 13 documents
comprising 2600 sentences. Comparing predictions
on a binary reduction of the task, in which a match
indicates that both annotators labeled a sentence
(regardless of chosen label types), we measured a
Cohen’s kappa statistic of 0.925.

The seven action item aspects that we labeled
in the dataset, along with example discharge note
snippets for each one, are presented in Table 1.

To emphasize the subtlety and complexity of
this task, we highlight here some example rules
that state what should not be annotated. For the
appointment label, we should exclude sentences
that refer to “as needed” appointments, e.g. “See
your endocrinologist as needed.”; this describes no
deviation from status quo behavior and thus does
not warrant follow-up action. For the medication
label, we specifically exclude sentences describing
simple additions to the medication list, e.g. “Dis-
charged on glargine 10u at bedtime,” as these typ-
ically do not require further action. However we
include instructions to hold and restart medications,
new medications with an end date (e.g. antibiotics),
and medications requiring dosage adjustment (e.g.
“...the plan is to keep patient off diuretics with mon-
itoring of his labs and reinstitution once the kidney
function improves”), as these are likely to require
PCP action.

3.2 Training set statistics

Due to the large amount of discharge note text that
has information not directly actionable for follow-
up, most sentences remain without a label after the
annotation process; 11.2% of training set sentences
have a label. Of the sentences with labels, 28.6%
have multiple labels. Table 2 shows the frequency
of each label type at the sentence level in the train-
ing set.

3.3 Dataset comparison and phenomena
analysis

To distinguish the contribution of our dataset in the
context of existing text summarization datasets, we
performed a manual quantitative comparison be-
tween CLIP and the summarization datasets CNN
(Hermann et al., 2015) and WikiASP (Hayashi
et al., 2020). For WikiASP, we chose sentences
from the “Event” genre of summary, as our dataset
describes hospital stays which could be considered
events. Inspired by Suhr et al. (2017), we identi-
fied five phenomena to compare across datasets -
quantification (in the numerical sense, as in “300
mg” or “twenty-three people”), temporal expres-
sions, conditional expressions, imperative mood
or second-person statements, and out of vocabu-
lary (OOV) terms 3. We gathered 100 sentences
from the summaries of each dataset and counted
the occurrences of each phenomena.

We see that CLIP has a relative wealth of im-
perative and second-person statements, which is
not surprising due to the prevalence of patient-
directed language in “Patient instructions”-labeled
sentences. CLIP and WikiASP both have more
temporal expressions than CNN, which are con-
tained in around half of the sample sentences of
each. Despite the prevalence of clinical jargon in
CLIP, WikiASP actually contained the most OOV
words, perhaps due to the diversity of sources of
that dataset. Conditional language, such as “If you
miss any doses of this medication, your stents could
clot off again...”, were uncommon in all datasets
but occurred most in CLIP.

4 Learning to Extract Action Items

With a discharge note as input, the task is to out-
put the clinically actionable follow-up items found

3By OOV, we mean any token that must be split into mul-
tiple WordPiece tokens given the vanilla BERT vocabulary.
For example, the common abbreviation for “patient”, “pt”,
becomes “p”, “##t”.
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[SEP]
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Figure 1: (a) Illustration of our BERT-based architecture. We input the sentence (red; top) to classify along with
2 sentences of context on either side, joined with [SEP] tokens and accompanied with segment (green; middle)
and position (purple; bottom) embeddings, to integrate neighboring intra-document context into the token repre-
sentations of the focus sentence. We then apply a linear classification layer over the [SEP] token representation
at the end of the focus sentence. (b) Our pre-training method. First, we train a supervised model with the labeled
data (blue). Then, we apply it to unlabeled data (gray) to surface a fraction of the data to pre-train the model (a)
with (red). After pre-training, we fine-tune on the labeled data, which leads to similar results as pre-training with
all unlabeled data.

CNN WikiASP CLIP

Quantification 27 26 27
Temporal 34 56 48
Conditional 0 3 10
Imperative / 2nd person 3 4 41
# OOV 0.91 2.15 2.10

Table 3: Comparing sentences in existing summariza-
tion datasets with ours. We randomly sampled 100 sen-
tences from extractive summaries in each dataset and
counted each phenomenon. # OOV is reported as the
average number of OOV terms in a sentence. For CNN
and WikiASP, we adopted the greedy approach of Nal-
lapati et al. (2016) to create extractive summaries.

within the note. There are many summarization
methods that could appropriately handle this prob-
lem. The length of these documents and the high
relative risk of missing information in a clinical
setting discourages the option of truncating doc-
uments to fit into modern neural network models
which may have maximum length requirements, so
we develop methods that approach the task as multi-
label sentence classification. Summarization of a
full document can then be accomplished with the
resulting model by feeding each sentence into the
model in sequence and aggregating the sentences
that the model labels. We will evaluate our experi-

ments on this multilabel classification formulation,
as well as on a binary reduction of the problem
in which the objective is to simply identify which
sentences have any type of label. This binary fram-
ing is still useful, as surfacing the sentences for a
reader is the primary objective that will save time
and effort, with classification of the sentence being
a secondary benefit.

4.1 Model architecture

The BERT architecture (Devlin et al., 2019) has
been widely used within clinical NLP in the past
year with successful results (Lee et al., 2020;
Alsentzer et al., 2019; Mulyar et al., 2019; Johnson
et al., 2020; McDermott et al., 2020; Zhang et al.,
2020). In particular, Si et al. (2020) has shown the
effectiveness of BERT for use on small annotated
clinical datasets, such as the one we develop. We
use BERT as the basis for our proposed model.

BERT-based baselines To demonstrate baseline
BERT performance, we fine-tune pre-trained BERT
models on our task. As the simplest approach,
we feed a sentence into BERT, take the hidden
state of the [CLS] token as the sentence-level rep-
resentation, and train a linear layer over that rep-
resentation. To adapt BERT to our domain, we
also experiment with a previously released version
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of BERT which has been further pre-trained on
MIMIC-III discharge notes (Alsentzer et al., 2019),
and fine-tune it on our task in the same way. We
refer to this variant as MIMIC-DNOTE-BERT.
Alsentzer et al. (2019) also release a version pre-
trained on all MIMIC-III notes, which we refer
to as MIMIC-FULL-BERT. Both MIMIC-Full-
BERT and MIMIC-DNote-BERT are initialized
with BioBERT (Lee et al., 2020), which is pre-
trained on a corpus of biomedical research articles.

Incorporating neighboring context Surround-
ing contexts are critical for the task, for two rea-
sons: 1) an individual sentence may not have the
full picture on the type of the action; 2) neighboring
sentences tend to share the same label (occurs for
27% of sentences). So, we incorporate context be-
yond an individual sentence into our BERT-based
sentence representations, by concatenating the two
sentences each that immediately precede and fol-
low the sentence to the input. To do this, we follow
the encoder architecture of Liu and Lapata (2019),
which concatenates sentences with special tokens
and applies alternating segment embeddings to al-
ternating sentences. We make the following mod-
ifications: we exclude the additional transformer
layers on top of the BERT output, use only SEP to-
kens to separate sentences, and apply the segment
embedding SA to the tokens in the focus sentence
and SB to all other tokens, as pictured in Figure 1.
We initialize models of this architecture with vari-
ous pre-trained BERT parameters in experiments.

4.2 Task-targeted pre-training

Given the limited amount of annotated data, we are
motivated to pursue semi-supervised approaches.
We seek to explore the trade-off between general-
ized and domain- or task-specific data for language
model pre-training, by introducing a technique for
targeted pre-training which we call Task-Targeted
Pre-training (TTP). TTP requires less data and com-
putation, yet attains comparable performance to
pre-training on large in-domain datasets that prior
work studied (Alsentzer et al., 2019). The goal
of this approach is to surface unlabeled sentences
that may be positive examples, in the vein of self-
supervision techniques such as Snorkel (Ratner
et al., 2017). In contrast to Snorkel, which uses
model predictions to generate pseudolabels to train
with, TTP uses model predictions to select sen-
tences for pre-training, using auxiliary tasks.

To create a task-targeted dataset, we first fine-

tune a vanilla BERT model on our task, and then we
use the learned model to classify all unlabeled sen-
tences. We select all sentences that the model pre-
dicts as having action items, using a fixed threshold.
Due to the multi-label nature of our task, we apply
the threshold across all labels and select sentences
in which at least 1 label score is above the thresh-
old. The threshold used to select the task-targeted
sentences can be tweaked to create datasets for
pre-training that are smaller and more task-focused
(for higher thresholds), or larger and more general
(for lower thresholds), which we experiment with.
This approach is inspired by and similar to task-
adaptive pre-training (TAPT) introduced by Gu-
rurangan et al. (2020). In that work, a pre-trained
bag-of-words language model encodes sentences in
labeled and unlabeled datasets, and for each labeled
sentence selects its nearest neighbor unlabeled sen-
tences according to the model. In this paper, we
select data points using the full prediction model
(rather than just an encoder), and use threshold-
ing which provides maximal control over the size
of the selected dataset. Further, directly applying
TAPT to our case may not work well as it does
not distinguish positive and negative samples in the
in-domain dataset, so the surfaced sentences from
TAPT may be less relevant. Our approach benefits
from using an encoding method that is trained on
the task we are targeting.

After selecting data, we pre-train a BERT-
Context model on the targeted dataset, pulling in
neighboring sentences of the targeted sentences.
As auxiliary tasks, we used masked language mod-
eling (MLM) and a sentence switching task (Wang
et al., 2019). For MLM, we mask tokens in the con-
text sentence only, independently with probability
0.15. For sentence switching, with probability 0.25
we swap the focus sentence with another randomly
chosen sentence from the same document, and pre-
dict whether the focus sentence was swapped using
the context sentences. Cross entropy losses for both
tasks are computed and summed to compute the to-
tal loss for an instance. These tasks encourage the
model to learn how to incorporate information from
the context sentences into its representation. Fig-
ure 1 depicts the entire process. This process can
be repeated, by using the final resulting model to
then select a new set of sentences for pre-training,
however we did not experiment with this as one it-
eration was enough to produce competitive results.
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Micro Macro Binary
Model F1 AUC F1 AUC F1

Bag-of-words+TFIDF 0.709 0.958 0.512 0.937 0.783
CNN 0.723 (0.010) 0.964 (0.003) 0.540 (0.013) 0.962 (0.002) 0.810 (0.008)
BERT 0.758 (0.008) 0.962 (0.006) 0.593 (0.028) 0.963 (0.003) 0.827 (0.006)
MIMIC-Full-BERT 0.765 (0.005) 0.971 (0.002) 0.624 (0.016) 0.966 (0.003) 0.832 (0.004)
MIMIC-DNote-BERT 0.767 (0.004) 0.972 (0.006) 0.631 (0.018) 0.967 (0.002) 0.834 (0.004)

BERT+Context 0.791 (0.007) 0.947 (0.011) 0.635 (0.013) 0.971 (0.003) 0.856 (0.007)
MIMIC-Full-BERT+Context 0.794 (0.008) 0.954 (0.010) 0.641 (0.031) 0.972 (0.003) 0.857 (0.003)
MIMIC-DNote-BERT+Context 0.796 (0.012) 0.958 (0.015) 0.661 (0.025) 0.977 (0.003) 0.856 (0.008)
TTP-BERT+Context (2M) 0.809 (0.006) 0.957 (0.008) 0.660 (0.013) 0.973 (0.004) 0.865 (0.003)
TTP-BERT+Context (1M) 0.802 (0.004) 0.959 (0.010) 0.654 (0.012) 0.974 (0.003) 0.857 (0.006)
TTP-BERT+Context (500k) 0.803 (0.005) 0.953 (0.016) 0.671 (0.017) 0.976 (0.004) 0.862 (0.005)
TTP-BERT+Context (250k) 0.807 (0.009) 0.962 (0.010) 0.668 (0.028) 0.975 (0.002) 0.866 (0.007)

Table 4: Experiment results on the CLIP test set. We report results as an average of at least 10 runs with varying
random seeds, with standard deviations in parentheses. Models using context sentences are listed in decreasing
order of amount of pre-training data used.

5 Evaluation

5.1 Data preparation and model training
We first generate synthetic surrogates for entities
redacted during de-identification, apply a custom
sentence tokenizer adapted from open-source soft-
ware 4 5 to tokenize the document into sentences,
and lower case every sentence. Discharge notes in
MIMIC often have semi-structured sections, with
headers denoting them, e.g. BRIEF HOSPITAL
COURSE:, which the tokenizer is built to identify.

Using TTP, we select pre-training datasets of
sizes ∼250K, ∼500K, ∼1M, and ∼2M sentences
from the set of MIMIC-III discharge notes.

As baselines, we train a TF-IDF-weighted bag-
of-words logistic regression model with L1 reg-
ularization and a max-pooling 1-D convolutional
neural network (CNN). The CNN is initialized with
BioWordVec vectors (Zhang et al., 2019; Chen
et al., 2019), which are trained on PubMed and
MIMIC-III notes, and the CNN is trained with the
binary cross-entropy (BCE) loss.

All BERT-based models are loaded, pre-trained
as appropriate, and fine-tuned using the transform-
ers library (Wolf et al., 2019), using BCE loss,
and backpropagating and applying gradient updates
through all of BERT’s parameters. We used library
default parameters, except for the batch size which
we adjusted to 32 based on validation set perfor-
mance and training stability. All neural models are
trained with early stopping on the macro-averaged

4https://github.com/fnl/syntok
5https://github.com/wboag/mimic-tokenize

AUROC metric. Early stopping is also applied to
the pre-training step, using the loss on an unlabeled
held-out set as the criterion.

5.2 Reported metrics

We report results on the test set using micro- and
macro-averaged metrics common in multilabel clas-
sification, and F1 for the binary reduction of the
task. Micro-averaged metrics treat each (sentence,
label) pair as an individual binary prediction, and
macro-averaged metrics compute the metric per-
label and then average these results across labels.
For binary F1, we transform the label and model
predictions into binary variables indicating whether
any type of label was predicted for the sentence,
and then calculate metrics, ignoring whether the
types of the predicted labels were accurate.

5.3 Choosing prediction thresholds

To ensure the fairest comparison between mod-
els and eliminate some arbitrariness in results that
may arise when training on imbalanced data and
evaluating with a fixed 0.5 threshold, we also tune
thresholds for each label such that its F1 score on
the validation set is maximized. For micro metrics,
we choose the threshold that provides the highest
micro F1 score. We then apply these thresholds
when evaluating on the test set.

6 Results

The main set of results are reported in Table 4.
Models pre-trained with TTP have the size of their
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Model Patient Appt Medication Lab Procedure Imaging Other

Bag-of-words 0.741 0.792 0.546 0.625 0.302 0.343 0.236
CNN 0.759 0.824 0.595 0.629 0.315 0.431 0.228
BERT 0.780 0.855 0.635 0.719 0.415 0.474 0.275
MIMIC-DNote-BERT 0.783 0.854 0.656 0.741 0.524 0.567 0.294

MIMIC-DNote-BERT+Context 0.830 0.882 0.659 0.744 0.597 0.567 0.349
TTP-BERT+Context (250k) 0.841 0.887 0.668 0.745 0.548 0.566 0.365

Table 5: Average balanced F1 scores on the test set for each label across 10 runs.

pre-training dataset denoted in parentheses. BERT
and both MIMIC-BERT models outperform the
logistic regression and CNN baselines. The re-
sults using MIMIC-DNote-BERT demonstrate the
importance of domain-specific pre-training; it im-
proves in all metrics over BERT. Using neighboring
sentences, as we do in “-Context” models, also pro-
vides a performance boost across all metrics save
for Macro AUC, comparing MIMIC-DNote-BERT
to MIMIC-DNote-BERT+Context. To compare
with human performance, our inter-annotator agree-
ment on the binary task, measured in terms of F-1,
was 0.930, and the highest mean binary-F1 from
the model evaluations approaches 0.86.

When using just 250,000 sentences from the
MIMIC discharge notes for pre-training (TTP-
BERT-Context 250K), task results are competitive
with and in some cases exceed MIMIC-DNote-
BERT+Context, which is pre-trained on all MIMIC
discharge notes, which contain 9M sentences. Our
TTP approach is able to complete domain-specific
pre-training within ∼12 hours, while Alsentzer
et al. (2019) report a pre-training time of 17-18
days for MIMIC-Full-BERT.

We next investigate results on each label (see
Table 5), for a subset of models. The in-domain
pre-training for MIMIC-DNote-BERT models pro-
vides gains for nearly all label types, and including
context also gives a boost to the F1 score of most
labels. All models perform poorly predicting the
“Other” label, which encompasses a long tail of
many different types of follow-ups which we did
not further categorize, making modeling difficult.
Imaging and Procedure label performance lags oth-
ers, likely due to their lower prevalence (Table 2).

6.1 Error analysis

We examine errors made by TTP-BERT-Context
(1M), focusing on false negatives, the most costly
type of error in this use case. Inspection of the test
set with physician input yields two high-level phe-

nomena of the data that occur repeatedly in error
cases: clinical jargon / knowledge, and temporal
expressions / conditional language.

Clinical jargon Perhaps the most obvious
drawback of applying general-purpose language
models to clinical language data is that clinical
language is heavily laden with clinical jargon,
abbreviations, and misspellings. Although the
WordPiece tokenization used by BERT-based
models can tokenize any input, the more separation
of clinical terms happens, the more model capacity
is reduced, as lower layers in BERT have to learn
how to combine the meaning of the WordPieces
into word-level representations. We observed
several cases in which even common clinical
jargon may have interfered with the model’s
performance in an otherwise unambiguous
sentence. Bolded words are OOV’s: <-please
take medications as directed
-follow up with pcp mark carter
using>, <plan for repeat chest
xray pa/lat and lordotic view to
reevaluate when returns 12-18 for
wound check>.

Many cases of this type of error also suggest that
a lack of explicit clinical knowledge could be a bar-
rier, in addition to the technical issue of WordPiece
tokenization. In this example promethazine
is a drug that can be prescribed for a short
defined period: 3 . promethazine 25
mg tablet sig : 0.5 tablet po
q6h ( every 6 hours ) as needed
for nausea . In the following example, the
procedures described are required but do not
need an appointment, and the model erroneously
applied the Appointment label: however ,
the patient will need aggressive
pulmonary toilet including good
oral suctioning care and chest pt
as pt is at risk for aspiration .
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Temporal expressions The model may also
struggle with temporal expressions, which are
common especially in the “Medication” label
type. This label is intended to surface cases of
medications that need to be tweaked, started,
or stopped after a specified time period. Exam-
ple: ...you should go back to your
regular home dosing of 20 units
in the morning and 24 units at
dinner time after completing your
prednisone . While many training examples
gave explicit durations (e.g. “for 14 days”), many
of the false negative examples described dependen-
cies between future patient actions, including with
conditional “if” statements. Example: if he
needs further management he may
do well with clonidine .

7 Discussion

Our results show that the common regime of fine-
tuning a large pre-trained model is a useful method
for our task of extracting clinical action items. Ad-
ditionally, we investigated the trade-off between
task-specificity and pre-training data size, and
found our task-targeted pre-training method en-
ables one to navigate this trade-off, producing mod-
els with comparable performance on the end task
that require less data for pre-training. While trading
off these concerns may not be needed if effective
public models exist for a given task, we believe
this technique is useful in scenarios in which users
have large, domain-specific, private datasets and
specific tasks in mind. This is often the case for
healthcare institutions and developers of clinical
machine learning software, as privacy concerns
tend to preclude data sharing between institutions.

From a modeling perspective, there are many
possible avenues for future work. Taking a struc-
tured prediction lens and leveraging sentence-level
label dependencies or applying structured predic-
tion models could be helpful, although Cohan et al.
(2019) note that CRF layers did not improve their
performance for a sequential sentence classifica-
tion task. We acknowledge that our sentence clas-
sification approach is a simplification of the more
general span detection problem, and this approach
could bring improved precision by focusing on
which parts of sentences matter, which may be
important as we found that sentence tokenization
was non-trivial for clinical notes.

Finally, the question of whether such an ap-

proach to follow-up workflow augmentation is suc-
cessful in increasing patient safety, clinician effi-
ciency, or EHR usability is an empirical one. We
hope to evaluate in the future whether a highlighted
note such as one these models could provide will
reduce the time a physician takes to, for exam-
ple, answer certain questions about a patient’s hos-
pital stay. In alignment with recent calls for in-
creased rigor in the evaluation of machine learning-
derived clinical decision support systems (Kelly
et al., 2019), future work should include further
prospective, controlled evaluation of the general-
izability, stability, interpretability, unbiasedness,
usability, and efficacy of this approach. We hope
that our dataset and initial model development can
lay the groundwork for future investigation.

8 Conclusion

We introduce the task of detecting clinical ac-
tion items from discharge notes to help primary
care physicians more quickly and comprehensively
identify actionable information, and present the
CLIP dataset, which we will release to the com-
munity. Given perfect performance, this would
reduce the number of sentences a PCP may need
to read by 88%. The best model’s binary F1 is
near 0.9, compared to the human benchmark of
0.93. These models could additionally be used for
clinical research. For example, a calibrated model
could derive statistics for how often each type of
action item is seen for different patient populations,
which can provide insight into typical patient or
PCP burden after hospital discharge.

We evaluated BERT-based models that incor-
porate multi-sentence context, and introduced a
novel task-targeted pre-training approach that can
reduce pre-training time while maintaining similar
performance to models pre-trained on much larger
in-domain datasets. The models have promising
results, however we anticipate there is still room
for improvement, particularly for the rare labels.

We encourage the clinical NLP community to
further investigate the problem of detecting action
items from hospital discharge notes, which can
help improve reliably safe transitions of care for
the most vulnerable patients.
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A Additional data processing details

When a focus sentence is near the start or end
of a document, we use special <DOC START>
and <DOC END> tokens in place of sentences,
as needed when the limits of the document are
reached. Because BERT takes a maximum length
of 512 tokens, and due to occasional long sentences
in MIMIC, when including context we may have
to truncate our input, which occurs for just un-
der 1% of sentences. To do this, we first remove
the shorter of the two outermost context sentences,
then remove other context sentences as needed, al-
ternating sides and moving inward. Finally, the
tokenized input along with position and segment
embeddings is fed into the transformer layers to ob-
tain contextualized representations for each token.

B Additional annotation details

We built an internal annotation tool, which allowed
annotators to select and label arbitrary character-
level spans of text within the document. These
character-level spans were later converted into the
sentence annotations.

Since MIMIC-III is an anonymized dataset, enti-
ties such as names, dates, phone numbers, hospital
names, and others censored and replaced with a
templated substitute. We apply a surrogate gener-
ation process to fill in synthetic entities in place
of these templates, to make reading and annotat-
ing notes easier. These surrogates are also used
at prediction time. Due to space constraints, the
full guidelines are provided on our public GitHub
repository 6.

B.1 Annotation refinement
After collecting initial annotations, we met with
the annotators in multiple sessions to reconcile dif-
ferences in their annotations. We adjusted the an-
notation guidelines slightly to reduce ambiguity
and improve labeling consistency. Using an initial
set of examples that were annotated by multiple
experts, we identified examples where labels dis-
agreed across annotators. In the reconciliation pro-
cess, we discussed those disagreements as a group
to determine whether (a) one annotator misapplied
or forgot to apply an annotation guideline, or (b)
the proper annotation was ambiguous given the
guidelines at that time. In the case of ambiguous
guidelines, we would then add a new rule or exam-
ple to the guidelines. The sources of disagreement

6https://github.com/asappresearch/clip

were commonly in the “Other” category, which en-
compasses a long tail of information - we capture
these in the guidelines with a non-comprehensive
set of examples demonstrating both labeled and
unlabeled cases.

The PATIENT INSTRUCTIONS label originally
instructed annotators to choose only those instruc-
tions that are unique to that patient, and exclude
general guidelines such as “Call your doctor if
you experience a fever.” However, we observed
this was too ambiguous in practice, so we chose
to automatically label any sentence in document
sections “Followup instructions” and “Discharge
instructions” as the PATIENT INSTRUCTIONS label,
using regular expressions to identify common sec-
tion headers in the MIMIC-III discharge notes. Our
annotators provided additional manual annotations,
so not all examples of this type come from these
rule-derived annotations; any annotations with the
“Patient instructions” label which appear outside
of the “Followup instructions” and “Discharge in-
structions” sections were manually annotated.

Finally, two of the original annotators revised all
existing annotations, to catch mistakes and adjust
to the refined guidelines.

C CLIP dataset phenomena details

In Table 6 we provide a breakdown of high-level
phenomena in the CLIP dataset by label type. We
sampled sentences randomly, ensuring each label
type had at least 20 examples.

https://github.com/asappresearch/clip
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Label N # OOV Quantities Temporal Conditional Imperative

Imaging 20 1.70 0.40 0.70 0.05 0.45
Appointment 47 2.02 0.19 0.62 0.11 0.32
Medication 25 2.72 0.64 0.52 0.04 0.16
Procedure 24 1.71 0.21 0.50 0.17 0.33
Lab 23 1.87 0.26 0.44 0.09 0.39
Patient 78 1.63 0.18 0.50 0.14 0.58
Other 21 2.33 0.00 0.29 0.10 0.24
All 160 2.00 0.25 0.48 0.11 0.38

Table 6: Observed phenomena for a random selection of each label type. # OOV is an average across sentences,
while the other measures are fractions.


