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Abstract

Machine translation (MT) is a vital tool for
aiding communication between linguistically
separate groups of people. The neural ma-
chine translation (NMT) based approaches
have gained widespread acceptance because of
its outstanding performance. We have partic-
ipated in WMT20 shared task of similar lan-
guage translation on Hindi-Marathi pair. The
main challenge of this task is by utilization
of monolingual data and similarity features of
similar language pair to overcome the limita-
tion of available parallel data. In this work, we
have implemented NMT based model that si-
multaneously learns bilingual embedding from
both the source and target language pairs. Our
model has achieved Hindi to Marathi bilingual
evaluation understudy (BLEU) score of 11.59,
rank-based intuitive bilingual evaluation score
(RIBES) score of 57.76 and translation edit rate
(TER) score of 79.07 and Marathi to Hindi
BLEU score of 15.44, RIBES score of 61.13
and TER score of 75.96.

1 Introduction

MT is a well-known task of natural language pro-
cessing (NLP) wherein automatic translation is per-
formed between different languages. Broadly, MT
is categorized into rule-based and corpus-based,
where rule-based is based on a pre-defined rules on
the concerned languages and corpus-based finds a
generalized approach after being trained on a large
corpus. MT switches from rule-based approach to
the corpus-based which blots out the need for lin-
guistic expertise. In the corpus-based approach,
example-based machine translation (EBMT), sta-
tistical machine translation (SMT) and NMT tech-
niques are available. The disadvantage of EBMT
is that even though the corpus is large, all exam-
ples are not covered. To mitigate the issues of the
contemporary approach SMT is introduced Brown
et al. (1990); Koehn (2010). The SMT based

system makes an assumption based on probabil-
ity scores of the translated text. And hence, the
ranking is done. SMT also faces many issues like
system complexity, long term dependency prob-
lem, context-analyzing inability, word-alignment
and the rare word problem. The inefficiency of
SMT leads to the development of the NMT De-
vlin et al. (2014). But like SMT, the NMT based
model also suffers the requirement of sufficient
training parallel corpus, which is a challenge in the
case of low resource languages. For this reason,
there is a demand for direct translation among sim-
ilar language pairs by utilizing similarity features
and monolingual data, so that less availability of
the parallel data does not pose a challenge. How-
ever, the NMT technique achieves state-of-the-art
approach in MT because of its transformer model
Vaswani et al. (2017). For low resource language
pair translation, NMT models have been improved
with monolingual corpus Sennrich et al. (2016b);
Burlot and Yvon (2018); Wu et al. (2019). In
this work, we have adopted cross-lingual language
model (XLM) Conneau and Lample (2019) to im-
plement an NMT model for Hindi-Marathi similar
language translation task because XLM shows sig-
nificant improvements for low-resource languages
by utilizing the monolingual corpora.

2 Related Work

Hindi-Marathi translation lacks background work.
However, similar work is found on Hindi-Nepali
pair at WMT19 shared task of similar language
translation Laskar et al. (2019). The literature sur-
vey mainly focuses on NMT for low resource lan-
guage pairs since NMT outperforms conventional
SMT on low resource pairs like English to Mizo,
English to Hindi, English to Punjabi, and English
to Tamil Pathak et al. (2018); Pathak and Pakray
(2018); Laskar et al. (2019). It is noticed that train-

396

Proceedings of the 5th Conference on Machine Translation (WMT), pages 396—401
Online, November 19-20, 2020. (©)2020 Association for Computational Linguistics



Masked Language
Modeling (MLM)

A A A A
| Transformer |
A A A A A A A A A
ombecangs |19 | [wsa] [ | | @ | |wsa] [wm | [w | |wsa] | pe | fwesq] [ w | | o
N + + + + + + + + + + + +
emoeaangs L0 | [t 2| [s] [a] [s] o] [7] [s] [o] [o] [n]
+ + + + + + + + + + + +
omosdangs LM | o] [n | [ [e ) [ee | [ [ ) [e ] e | [ [
Modeling (TLWY o
A A A A
| Transformer |
A A A A A A A A
ombesangs | 19| [# | [wes] fwasa] [ @ | [ve) | [vs | |wsa] [ @ | [wn] wsa] [ g |
N + + + + + + + + + + + +
emoeaangs L0 | [t 2| [s] [af [s] [of (o] [2] [s] [«] [s]
+ + + + + + + + + + + +
omosdangs LM | L] e | pe ] e ) e | e | [ | [ | L | [ | [ ]

Figure 1: MLM pre-training inspired from Devlin et al. (2018) and TLM fine-tuning objective which extends the
MLM task to parallel sentences as used by Conneau and Lample (2019). Diagram adapted from (Conneau and

Lample, 2019) after suitable changes.

ing performance improves while parallel training
data increases. For low resource languages, it is
difficult to collect parallel data unlike monolingual
data which is easily found through online sources.
Hence, monolingual based NMT systems are in-
troduced to enhance the translation quality of low
resource language pair translation Sennrich et al.
(2016b); Burlot and Yvon (2018); Wu et al. (2019).
To get the advantage of monolingual data, unsuper-
vised pre-train methods are introduced Ramachan-
dran et al. (2017); Vari§ and Bojar (2019). Con-
neau and Lample (2019) proposed XLLM based on
bidirectional encoder representations from trans-
formers (BERT) where the contextual language
model is built with words based on preceding and
succeeding context. No work has been done on
Hindi-Marathi low resource language pair with
such advanced NMT based approach, from the best
of our knowledge. Our work investigates XLM
model on Hindi-Marathi low resource language
pair translation.

3 Dataset

3.1 Description

The organizers of WMT20 provided parallel and
monolingual corpus for both Hindi and Marathi.
The training dataset available for the WMT20,
Hindi-Marathi task was obtained from three main

sources viz. Indic WordNet, News, and PM India.
Having 11,188, 12,349, and 25,897 parallel sen-
tences (total 49434 sentences) respectively. The
validation and test set contain 1941 and 1411 sen-
tences. The Hindi monolingual dataset contains
about 96 million sentences at about 32GB whereas
the Marathi dataset is much smaller at only 4.72
million sentences totalling to around 2GB of cor-
pus.

3.2 Preprocessing

We have removed unwanted symbols like URLs,
email IDs and English text from the monolin-
gual corpora of both the languages if any were to
be present. In addition to this, since Hindi and
Marathi languages share many common Devnagiri
characters and hence to leverage this idea we have
pre-processed the dataset obtained from Section
3.1 by a common vocabulary prepared via byte
pair encoding (BPE) Sennrich et al. (2016a) on
the same data provided by the organizer. Such an
approach greatly helps in aligning the embedding
space as shown in Lample et al. (2017). BPE learn-
ing is performed as used by Conneau and Lample
(2019). The BPE is thus learnt after joining ran-
dom sentences from the monolingual corpora. Fol-
lowing Conneau and Lample (2019) the text is sam-
pled using a multinomial distribution. The distribu-
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tion is as shown in Equation 1. The probabilities
of the distribution are p;—1. . The BPE codes are
generated and applied using the C++ implementa-
tion' of Sennrich et al. (2015).

q
Pi==N O]
i=19;

and p; is as defined in Equation 2.

n;

- =N
D k=1 Nk

i (2)

« 1s taken as 0.5.

4 System Description

Our approach consists of the two principal ap-
proaches viz. the pre-training step and the fine-
tuning step which are discussed in the following
sub-sections 4.1 and 4.2. .

4.1 Pretraining our Model

For the pre-training step we have followed the
steps of (Conneau and Lample, 2019) and utlized
the masked language modeling (MLM) objective
of (Devlin et al., 2018). Thus, following the work
of Devlin et al. (2018) we have sampled 15% of
BPE tokens randomly from the textual data and
masked then by a [MASK] token roughly 80%.
Also from the remaining 20%, the 10% component
is randomly replaced and the rest part remains un-
changed. The difference our approach has from
the work of Devlin et al. (2018) is that, we have
used lengths truncated to a fixed number (256 in
our case), whereas the former uses pairs of sen-
tences. To create a balance between the rare and
commonly occuring BPE tokens like punctuation
marks, the frequent outputs were subsampled us-
ing a multinomial distribution, where the weights
are proportional to the inverse square root of the
frequencies (an approach similar to Mikolov et al.
(2013)). The pretraining objective is illustrated in
Figure 1.

4.2 Fine Tuning

The model pre-training step follows an unsuper-
vised approach and requires only the monolingual
data. Since, the principal task for our work was to
build a MT system, we need to leverage parallel
data. Following, (Conneau and Lample, 2019) we
used the translation language modeling (TLM) for
fine-tuning the model obtained from Section 4.1.

"https://github.com/glample/fastBPE
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Here, instead of the truncated monolingual cor-
pora we utlize the concatenation of parallel data as
shown in Figure 1. Since the parallel sentences are
concatenated for the concerned TLM task, we can
mask and predict simultaneously from both Hindi
and Marathi sentences. Enabling better placement
of Hindi and Marathi word representations. Specif-
ically as shown by Conneau and Lample (2019),
this enables the model to leverage the context even
if single handedly the source or target sentence is
insufficient to decipher the sentence.

5 Experimental Setup

We have trained the transformer based cross lan-
guage model (XLM) (Conneau and Lample, 2019)
also known as MLM + TLM task. We have used 6
layers with 8 attention heads. An embedding layer
is also used with size 256. Given the compara-
tively smaller Marathi dataset as discussed in Sec-
tion 3.1, and limited availability of computational
resources® we trained the smaller model instead of
the usual 12 layers and 16 attention heads as pro-
posed by Conneau and Lample (2019). Batch size
of 32 was used. Following settings of Conneau and
Lample (2019), attention dropout was set to 0.1,
gelu activation was used. Also, adam was used as
an optimizer with an initial learning rate of 0.0001.
Rest of the parameters are same as used by Con-
neau and Lample (2019) in their experiments and
as given in their GitHub repository?.

6 Result and Analysis

The WMT20 organizer declared result for the
shared task of similar language translation on
Hindi to Marathi* and Marathi to Hindi® and the
results of our system’s is reported in Table 3. Our
team’s name is NITS-CNLP. The participated sys-
tems are evaluated by BLEU Papineni et al. (2002),
RIBES Isozaki et al. (2010) and TER Snover et al.
(2006) and the tracks are ranked by BLEU score. A
total of 21 teams participated in Hindi to Marathi
translation track and 23 teams for Marathi to Hindi
translation track including both primary and con-
trastive system types. Our system’s rank is 10 with
BLEU score 11.59 for Hindi to Marathi translation

2The model was trained on a Quadro P200 GPU having
5GB of GPU RAM

*https://github.com/facebookresearch/XLM

*http://mzampieri.com/workshops/wmt/HI-MR.
pdf

Shttp://mzampieri.com/workshops/wmt/MR-HI.
pdf
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Type

Source: Hindi Target: Marathi

Source Test Sentence 31T} bl GHMAT ¢
Short Predicted Test Sentence | HeTdl TR e,
Google Translation Tefidl THE 3Te.
Bing Translation eIt THAT 378,
Source Test Sentence %ﬂ%ﬁ(’@a@aﬁ@?{ 3@“{%?‘5&?&
Medium | Predicted Test Sentence | & ATZATHTS! A &S I 3TTe.
Google Translation Bl HISTETS! @Y HAHGa™] HIgHT e,
Bing Translation HTSATETS! Bl YU J@q AT e,
Source Test Sentence | dodh I8 Ueh AR AT & STl &H Td HUT 3R A oh IER TR
Long e, TG 3R =T P dgTal S & A0 HH & B
Predicted Test Sentence | & Uch HHRIH LAddl 3HTe 1919 ATYUT HEUM IHATUT ATTAT ATR
HaTE FGIaaT UIcHTe UATTS! T el
Google Translation 3 &l Ueh AhRIHSD LMdl 3T To1g JATUUT Td UM HATUT AHTER
Bing Translation IIC Bl Ueh TehRIcH STl 3ATe 1919 ATYUT FeoTu] S UM HTT0T AHTER
eTied TaTe, TrHSTe 0T =TT Tl TedTe SUIT hiH el
Table 1: Best Performance examples for Hindi to Marathi translation.
Type | Source: Hindi Target: Marathi
Source Test Sentence TS, SHUECT hl G i 3R TLRB, 37T AIA el o TATH IR
TAE Bl
Long

Predicted Test Sentence

FErSIi=1 & SATTUT Tl X HaeT 3ATeeh TR AT FeAH HevaTd

Google Translation

FrSTi, SHUEC! ShRHRTE ATV Sobehc] HATTU oA FRUATHTON T G&
3.

Bing Translation

FErsTi=T, SITQEC! UMl 31ieih HaTH Huarare], H1U d=uaTdTs! Yo g
3Ted.

Table 2: Worst Performance examples for Hindi to Marathi translation.

Translation System Type | BLEU | RIBES | TER
Hindi to Marathi | Primary 11.59 | 57.76 79.07
Marathi to Hindi | Primary 15.44 | 61.13 75.96

Table 3: Our system’s results.
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track and for Marathi to Hindi translation track, the
rank is 15 with BLEU score 15.44 in primary con-
figuration.

Analysis We have attained a lower BLEU score
for Hindi to Marathi translation as compared to
Marathi to Hindi translation as shown in Table 3.
This is because we have used more Hindi mono-
lingual corpus than Marathi monolingual corpus.
As a result of this our NMT system encoded more
frequency of Hindi words as compared to Marathi
words and thus, decoder could be able to gener-
ate better target Hindi words than Marathi target
words. To examine the best performance, we have
considered sample source test sentences and corre-
sponding predicted, Google®, Bing’ translated sen-
tences for Hindi to Marathi translation in three dif-
ferent types of sentences such as short, medium
and long sentences as shown in Table 1. Table 2
shows the worst performance of our NMT system
in case of long type sentences. In Table 2, Google
translation is better than our predicted test sentence
and Bing translation.

7 Conclusion and Future Work

Our NMT system adopts cross lingual model for a
similar language translation task of Hindi-Marathi
pair in both forward and backward directions. The
evaluated result and in-depth analysis of the pre-
dicted sentences shows that our NMT system per-
forms well for the short and medium types of sen-
tences and shows poor performance in long sen-
tences. However, our NMT system needs more
Marathi monolingual corpus and in the future
works, multilingual NMT system will be devel-
oped to overcome the limitation of corpus for such
low resource language pair translation.
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