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Abstract

We describe the National Research Council
of Canada (NRC) submissions for the 2020
Inuktitut–English shared task on news trans-
lation at the Fifth Conference on Machine
Translation (WMT20). Our submissions con-
sist of ensembled domain-specific finetuned
transformer models, trained using the Nunavut
Hansard and news data and, in the case of
Inuktitut–English, backtranslated news and
parliamentary data. In this work we ex-
plore challenges related to the relatively small
amount of parallel data, morphological com-
plexity, and domain shifts.

1 Introduction

We present the National Research Council of
Canada (NRC) Inuktitut–English1 machine trans-
lation (MT) systems in both translation directions
for the 2020WMT shared task on news translation.
Inuktitut is part of the dialect continuum of Inuit

languages, the languages spoken by Inuit, an In-
digenous people whose homeland stretches across
the Arctic. Included in this continuum are Indige-
nous languages spoken in northern Canada, includ-
ing but not limited to the Territory of Nunavut.
The term Inuktut is used by the Government of
Nunavut (2020) to describe Inuit languages spoken
inNunavut, such as Inuktitut and Inuinnaqtun. The
majority of the Inuit language text provided for the
shared task comes from ᓄᓇᕗᒥ ᒪᓕᒐᓕᐅᕐᕕᐊ
(Nunavut Maligaliurvia; Legislative Assembly of
Nunavut) through the Nunavut Hansard, the pub-
lished proceedings of the Legislative Assembly of
Nunavut. The Nunavut Hansard is released pub-
licly by the Government of Nunavut in Inuktitut
and English (also an official language of Nunavut),
and with their generous assistance was recently

1Abbreviated iu and en using ISO 639-2 codes.

processed and released for use in building MT sys-
tems (Joanis et al., 2020).2

In this work, we examined topics related to mor-
phological complexity and writing systems, data
size, and domain shifts. Our submitted systems are
ensembled domain-specific finetuned transformer
models, trained using Nunavut Hansard and news
data and, in the case of Inuktitut–English, back-
translated news and parliamentary data. We mea-
sured translation performance with BLEU (Pap-
ineni et al., 2002),3 metrics specific to the produc-
tion of Roman text in Inuktitut, and human evalua-
tion (to be reported). We hope that human evalua-
tion will provide insight as to whether the current
state of the art is sufficient to start building com-
puter aided translation tools of interest and use to
Inuit language translators, or whether more work
is needed to make the systems usable.

2 Related Work and Motivation

Initial experiments on building neural machine
translation (NMT) systems for Inuktitut–English
using the most recent Nunavut Hansard corpus are
reported in Joanis et al. (2020). Earlier work in-
cludes Micher (2018) and Schwartz et al. (2020),
and, predating the recent wave of NMT, Martin
et al. (2003), Martin et al. (2005), and Langlais
et al. (2005). There has also been work on mor-
phological analysis of Inuktitut, including Farley

2Though we note that Inuktitut, Inuinnaqtun, English, and
French may all be spoken in the House, we use the term Inuk-
titut in describing our MT systems for two main reasons: 1)
the official website describes the Nunavut Hansard as being
published “in both Inuktitut and English” (Legislative Assem-
bly of Nunavut, 2020) and 2) because we wish to make clear
the limitations of our work; there is no reason to expect that
the systems built using the data provided for WMT will per-
form well across various Inuit languages and dialects (or even
across a wider range of domains).

3Computed using sacreBLEU version 1.3.6
(Post, 2018) with mteval-v13a tokenization:
BLEU+case.mixed+numrefs.1+smooth.exp+tok.13a.
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(2009) and Micher (2017). In this work, we fo-
cus mainly on approaches that are not language-
specific, but that are motivated by specific chal-
lenges of translating relatively low-resource, mor-
phologically complex languages; thus they are also
not entirely language-agnostic.

2.1 Language Typology and Writing Systems
Inuit languages are highly morphologically-
complex; many Inuktitut words consist of a large
number of morphemes, and can translate to entire
phrases or clauses in English (Mallon, 2000;
Micher, 2017; Joanis et al., 2020).4
Moreover, these morphemes are not easily seg-

mented from one another, as they exhibit phono-
logical changes at morpheme boundaries. That is
to say, a given morpheme may be spelled in a num-
ber of different ways (or may even appear to merge
with a neighbouring morpheme) depending on the
morphemes adjacent to it. This means that auto-
matic segmentation approaches may not be opti-
mal. Nevertheless we try using them, and see if
we can mitigate some of those challenges via ex-
periments on joint vs. disjoint vocabularies and in-
serting noise into the segmentation process.
English is written in the Roman script

(ISO 15924: Latn), while the Inuktitut data
used for this task is primarily written in syllabics
(ISO 15924: Cans).5 There is some Roman text
in the Inuktitut side of the data and some syllabics
text in the English side of the data, though the
former is much more common than the latter.

2.2 Domains and Recency Effects
The Inuktitut–English training corpus released for
WMT 2020 consists of parliamentary transcrip-
tions and translations from the Legislative Assem-
bly of Nunavut (Joanis et al., 2020), while the de-
velopment and test sets are a mix of parliamentary
text and news text, the latter drawn fromNunatsiaq
News.6 These two domains are quite different
from one another, and in our initial baseline exper-
iments (training only on parliamentary data), we
observed very low BLEU scores when translating
news data. As we wished to build a constrained
system, our only source of Inuktitut news was the

4The Inuktut Tusaalanga website provides an overview of
grammar: https://tusaalanga.ca/node/1099

5A number of different writing systems, including both
syllabics and Roman orthography, are used to write Inuit lan-
guages. Inuit Tapiriit Kanatami (ITK) is in the process of cre-
ating a unified writing system (Inuit Tapiriit Kanatami, 2020).

6https://nunatsiaq.com/

data in the development set. In order to retain the
ability to use news data in the development and test
sets, we utilized an approach of dividing the news
development data into thirds, including a third in
the training set, using a third as part of the valida-
tion set, and holding the remaining third out as test.
The Nunavut Hansard is known to exhibit re-

cency effects, i.e., when testing on a recent subset
of the corpus, training on a recent subset is better
than training on an early subset (Joanis et al., 2020).
Although we have not fully examined the reasons
behind this, it could be due to topic shift, a shift in
the named entities in the corpus, changes in tran-
scription and translation practices, or any combi-
nation of these and more.
We consider tagging domain as one approach to

this. Sennrich et al. (2016a) use side constraints
(tags) in order to control English–German MT out-
put formality. Yamagishi et al. (2016) add informa-
tion about voice (e.g. active/passive) to Japanese–
English translation via source-side tags. Johnson
et al. (2017) also use tags at the start of source
sentences, in their case to indicate what language
themultilingual translation system should translate
into.7 One might consider domain to fall some-
where between these use cases; Kobus et al. (2017)
use domain tags to influence translation in a multi-
domain setting. Caswell et al. (2019) use tags to
indicate when data has been backtranslated.

3 Data

While the parallel text size for this language pair
is quite small compared to high-resource language
pairs in the news translation task, Inuktitut is one
of the few Indigenous languages in Canada (or pos-
sibly the only) for which there exists enough par-
allel text (with any other language) to train robust
statistical or NMT systems outside of the strictly
low-resource paradigm (Littell et al., 2018). Thus
we expect that it should be helpful to incorporate
available monolingual data.
We trained our baseline models using the full

1.3 million line Nunavut Hansard 3.0 (NH) parallel
corpus. For IU-EN, we also used a random sub-
selection of 1.3M sentences of English Europarl
v10 (Koehn, 2005; Tiedemann, 2012) and 1.3M
sentences of English 2019 News data8 backtrans-
lated into Inuktitut (Section 5.4). We did not use

7Wang et al. (2018) add a target-side tag.
8From theWMT 2020 task page: https://www.statmt.

org/wmt20/translation-task.html

https://tusaalanga.ca/node/1099
https://nunatsiaq.com/
https://www.statmt.org/wmt20/translation-task.html
https://www.statmt.org/wmt20/translation-task.html
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Wiki Titles or Common Crawl Inuktitut data.9 We
incorporated the news portion of the development
data in training our models to alleviate the domain
mismatch issue (Section 5.1).

4 Preprocessing and Postprocessing

We first applied an internal script to convert control
characters to spaces as well as normalizing spaces
and hyphens; this was effectively a no-op for the
Nunavut Hansard parallel corpus, but removed
some problematic characters in the monolingual
training data. Parallel training corpora were then
cleaned with the Moses clean-corpus-n.perl
script (Koehn et al., 2007), using a sentence length
ratio of 15:1 and minimum and maximum lengths
of 1 and 200, respectively. For monolingual train-
ing data, the second cleaning step consisted of re-
moving empty lines. For Inuktitut, we used the
normalize-iu-spelling.pl script provided by
the organizers.
We then performed punctuation normalization.

This included specific en and iu normalization
scripts, to more accurately capture and retain in-
formation about directional quotation marks, dif-
ferent types of dashes, and apostrophes, normal-
izing to the most common form. For Inuktitut,
this included treating word-internal apostrophes
as U+02BC modifier letter apostrophe.10 Ap-
pendix C provides a detailed description. After this
preliminary normalization, we applied the Moses
normalize-punctuation.perl script, with the
language set to en (or backing off to en, as there are
currently no Inuktitut-specific rules implemented).
Having noted that some of the lines in the

training data contained more than one sentence
(which results in unintended tokenization behav-
ior), we next performed sentence splitting using
the Portage sentence splitter (Larkin et al., 2010)
on each side of the training data before feeding it
to the Moses tokenizer (using aggressive hyphen
splitting). Sentences that had been split were then
re-merged following tokenization.
We trained joint byte-pair encoding (BPE; Sen-

nrich et al., 2016c) models on the full Nunavut
Hansard parallel training data using subword-nmt,
then extracted English and Inuktitut vocabularies

9Appendix E provides additional detail about noise and
other concerns with the Common Crawl data.

10The apostrophe sometimes represents a glottal stop, so
when it appeared between syllabic characters, we treated it as
a letter that should not be tokenized.

separately.11 Using a joint BPE model improves
performance on Roman text in Inuktitut output
(Section 5.2 and Appendix B).
As postprocessing, we de-BPE the data, run the

Moses detokenizer, and then convert the place-
holder tokens from our normalization scripts to
their corresponding symbols (dashes, apostrophes,
quotation marks, etc.).12

5 Experiments

All models were typical transformers (Vaswani
et al., 2017) with 6 layers, 8 attention heads, net-
work size of 512 units, and feedforward size of
2048 units, built using Sockeye (Hieber et al.,
2018) version 1.18.115. We have changed the de-
fault gradient clipping type to absolute, used the
whole validation set during validation, an initial
learning rate of 0.0001, batches of ∼8192 tokens,
and maximum sentence length of 200 tokens. We
have optimized for BLEU. Custom checkpoint in-
tervals have been used during training, with fi-
nal systems using between 2 and 11 checkpoints
per epoch, consistent within sets of experiments
(e.g., vocabulary size sweeping). For finetuning,
the checkpoint interval is set to 9, resulting in
about 2 checkpoints per epoch for news and 13 for
Hansard. For finetuning, we used an initial learn-
ing rate of 0.00015 (decreasing by a factor of 0.7
if there was no improvement after 8 checkpoints).
Decoding was done with beam size 5.
In the following sections, we describe the ex-

periments that led to our submitted systems. Our
final systems were trained on a mix of news and
Hansard data (Section 5.1), using joint BPE (Sec-
tion 5.2), BPE-dropout (for EN-IU; Section 5.3),
tagged backtranslation (for IU-EN; Section 5.4),
finetuning (Section 5.5), ensembling, and the use
of domain-specific models (Section 5.6).

11When extracting the BPE vocabulary (which we then
used consistently for all experiments) and when applying the
BPE model, we used a glossary containing the special tokens
produced in preprocessing, Moses special tokens, and special
tags (Section 5.4), to ensure they would not be split.

12During the task test period, we noted that the test data
contained spurious quotation marks, wrapping some entire
sentences. After notifying the organizers and confirming that
those were produced in error, we handled them as followed:
removed the straight quotes that surrounded complete lines,
preprocessed, translated, and postprocessed the text that had
been contained inside of them, and then reapplied the quotes
to the output. There is not an exact match between the source
and target for these spurious quotes, so this approach is effec-
tive but not an oracle.
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5.1 Training and Development Splits
In baseline experiments, training only on the
Nunavut Hansard training data provided, we noted
a major difference in BLEU scores between the
Hansard and news portions of the development
set. While BLEU scores should not be compared
directly across different test sets, the magnitude
of this difference (in the EN-IU direction, BLEU
scores in the mid-20s on Hansard and in the mid-
single digits on news) and the knowledge of differ-
ences between parliamentary speech and the news
domain suggested that there was a real disparity,
likely driven by train/test domain mismatch.
To test this we divided the news portion of the

development set in half, maintaining the first half
as development data, and adding the second half to
the training corpus. Adding half the news nearly
doubled the BLEU score on the held out half of
the news data, if we duplicated it between 5 and 50
times (to account for howmuchmore Hansard data
was available).13 Initial experiments on vocabu-
lary types and sizes were performed in this setting
(Section 5.2).
For the remainder of our experiments, we

switched to a setting where we divided the news
data into three approximately equally sized thirds;
to maintain most documents separate across splits,
we split the data into consecutive chunks. Most
experiments were run with the first third added to
training data, the second third as part of the devel-
opment set alongside the Hansard development set,
and the final third as a held-out test set. This per-
mitted additional experiments on finetuning (Sec-
tion 5.5) with a genuinely held-out test set.14 For
our final systems, we ensembled systems that had
been trained on each of the thirds of the news de-
velopment data.

5.2 BPE
Ding et al. (2019) highlight the importance of
sweeping the number of subword merges (effec-
tively, vocabulary size) parameter, particularly in
lower-resource settings. We swept a range of dis-
joint BPE size pairs (see Appendix A for details of

13Adding all of the data would not have allowed us to eval-
uate the outcome on news data, and not including any news
data in the development set also hurt performance.

14An alternative approach would be to select pseudo in-
domain data from the Hansard, by finding the Hansard data
that is most similar to the news data (Axelrod et al., 2011;
van derWees et al., 2017). While this may be worth exploring,
we felt the extreme discrepencies between news and Hansard
merited examination with gold in-domain data.

vocabulary size and sweep), and found that disjoint
1k vocabularies performed well for IU-EN, while
the combination of disjoint 5k (EN) and 1k (IU) vo-
cabularies performed well for EN-IU (on the basis
of averaged Hansard development and news devel-
opment BLEU score).
As noted in Section 2.1, the Inuktitut data is

written in syllabics. However, it contains some
text in Roman script, in particular, organization
names and other proper nouns. Over 93% of the
Roman tokens that appear in the Inuktitut develop-
ment data also appear in the corresponding English
sentence. The ideal behavior would be for a system
to copy such text from source to target. When the
BPE vocabulary model is learned jointly the sys-
tem can learn a mapping between identical source
and target tokens, and then learn to copy. When
the vocabulary is disjoint, there may not be iden-
tical segmentations for the system to copy, posing
more of a challenge. Appendix B provides details
of our experiments on joint vocabulary for success-
fully producing Roman text in Inuktitut output.
Due to the similarity in BLEU scores, and for

simplicity and consistency, the remainder of our
experiments in both directions were performed
with jointly learned (and separately extracted) BPE
vocabularies. We experimented with joint BPE vo-
cabulary sizes of 1k, 2k, 5k, 10k and 15k.

5.3 BPE-Dropout
Knowing that the morphology of Inuktitut may
make BPE suboptimal, we chose to apply BPE-
dropout (Provilkov et al., 2020) as implemented
in subword-nmt in an attempt to improve perfor-
mance. BPE-dropout takes an existing BPEmodel,
and when determining the segmentation of each
token in the data randomly drops some merges at
each merge step. The result is that the same word
may appear in the data with multiple different seg-
mentations, hopefully resulting in more robust sub-
word representations. Rather than modifying the
NMT system itself to reapply BPE-dropout dur-
ing training, we treated BPE-dropout as a prepro-
cessing step. We ran BPE-dropout with a rate of
0.1 over both the source and target training data 5
times using the same BPE merge operations, vo-
cabularies and glossaries as before, concatenating
these to form a new extended training set.15
In our initial baseline experiments (without
15We also experimented with 11 and 21 duplicates of the

training data, and dropout rates of 0.2; we did not observe
major differences between the settings.
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news data in training), we found that BPE-dropout
was more helpful in the IU-EN direction (+∼0.4
BLEU) than in the reverse (+∼0.2 BLEU). After
incorporating a third of the news data in training,
we found the reverse: a small increase for IU-EN
(+∼0.1) and a slightly larger increase for EN-IU
(+∼0.3).

5.4 Tagging and Backtranslation
By incorporating news data into our training set
(Section 5.1), we improve performance on news
data. However, the approach is sensitive to the
number of copies of news data added, which can
decrease performance on both Hansard and news
data if not carefully managed. Both English news
data and monolingual English parliamentary data
(from Europarl) are plentiful in WMT datasets, so
we incorporated them into our models via back-
translation (Sennrich et al., 2016b).
We apply approaches from Kobus et al. (2017)

and Caswell et al. (2019): tagging source data
domain (<NH> or <NEWS>) and (for IU-EN)
tagging backtranslated source data (<BT>). Tag-
ging domain appears to be particularly important
for translating into Inuktitut, with between 1.4 and
2.4 BLEU points improvement on a subset of the
news development test and minimal effect on the
Hansard development data scores.
For backtranslation, we chose random samples

of Europarl and WMT 2019 news data, experi-
menting with 325k, 650k, and 1.3M lines each,
with 1.3 million performing best.16 Ablation ex-
periments with just news or just Europarl data
showed less promise than the two combined. We
did not perform backtranslation of Inuktitut (see
Appendix E).
We performed two rounds of backtranslating the

randomly sampled 1.3M lines each of Europarl and
WMT 2019 news data. The first round (BT1) used
our strongest single 5k joint BPE (with dropout)
EN-IU system at the time. The second round
(BT2) used a stronger three-way ensemble, with
improved performance on both Hansard and news.
We experimented with combinations of tags for

the backtranslated data (other parallel corpora have
source domain tags unless otherwise stated):

• tagging all backtranslated data with <BT>;
• tagging backtranslated data with both <BT>
and domain tags, where the domain tag

16This was the largest size tested; it remains possible that
increasing it evenmore could lead to even better performance.

matches the closest parallel corpus domain,
i.e., <BT> <NH> or <BT> <NEWS>.17

• tagging backtranslated data with just a do-
main tag matching the closest parallel corpus
domain, i.e. <NH> or <NEWS>.

• tagging all backtranslated data with <BT>,
but not domain tagging the parallel corpora.

• tagging nothing.

As Table 1 shows for IU-EN translation, us-
ing backtranslated Europarl and news text clearly
helped translating news text (as much as 8.0
BLEU) while only slightly impacting the transla-
tion of Hansard text. Without any backtranslated
text, using domain tags (<NH> for Hansard and
<NEWS>) appears to have a small positive effect
on Hansard translation, and none on news (con-
trary to what we observed in the EN-IU direction).
The main observation from these experiments

was that it was most important to distinguish back-
translation from true bitext (an observation similar
to those noted in Marie et al. (2020)). Our best re-
sults were observed with no tags for the bitext and
the <BT> tag for the backtranslated data. These
experiments finished after the deadline, so our fi-
nal submission uses the the next best combination:
domain tags for bitext and <BT> tags for back-
translation.18

5.5 Finetuning
After building models with domain tags and back-
translation (in the case of IU-EN), we turned to
finetuning to see if there was room to improve.
For systems that had been trained on Hansard

data concatenated with the first third of the news
development data, we experimented with finetun-
ing on just that same first third of news data (us-
ing the second third for early stopping and the final
third for evaluation), as well as both the first and
second thirds (using the final third for both early
stopping and evaluation). These approaches im-
proved translation performance in terms of BLEU
on the remaining third, with the use of more news
data being more effective.19

17We also experimented with using novel tags for the
domains of the backtranslated data (<PARL> and <EN-
NEWS>) with and without additional<BT> tags, but found
this had approximately the same effect as combining the back-
translation and domain tags, so we omit it from Table 1.

18Additional details of the backtranslation systems and
these experiments are in Appendix D.

19We expect that training onmore of the news data from the
start (i.e., two thirds) might improve performance even more,
but for our initial experiments we chose to use one third in
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Backtranslation Data Bitext Source Tag Backtranslation Tag NH News.03 Avg
— — — 41.0 18.0 29.5
— <NH|NEWS> — 41.3 18.0 29.7
BT1 — — 41.0 22.9 32.0
BT1 <NH|NEWS> <NH|NEWS> 41.0 21.6 31.3
BT1 <NH|NEWS> <BT> <NH|NEWS> 40.9 23.5 32.2
BT1 <NH|NEWS> <BT> 40.7 23.8 32.3
BT2 — — 40.8 23.6 32.2

[FINAL] BT2 <NH|NEWS> <BT> 41.0 25.1 33.1
BT2 — <BT> 40.9 26.3 33.6

Table 1: Backtranslation tag experiments on: IU-EN 15k Joint BPE, NH + News.01 (duplicated 15 times), 1.3M
EuroParl, 1.3MNews. Cased word BLEU scores measured on Hansard (NH) and last third of news (News.03; final
718 lines) portions of newsdev2020-iuen.

We also found that we were able to improve
translation of Hansard data by finetuning on re-
cent data. Joanis et al. (2020) observed recency
effects when building models with subsets of the
data. Here we take that observation a step further
and find that finetuning with recent data (Hansard
training data from 2017, which was already ob-
served in training) produces BLEU score improve-
ments on Hansard development data on the order
of 0.5 BLEU into English, and on the order of 0.7
BLEU into Inuktitut (Tables 2 and 3).20
Despite the use of domain tags, finetuning on

one domain has negative results for the other (see
Tables 2 and 3).

5.6 Ensembling and Hybrid Model
Our hope was to build a single system to trans-
late both news and Hansard but, in the end, we
found that our attempts at finetuning for the combi-
nation of news and Hansard were outperformed by
systems finetuned to one specific domain. Main-
taining a held-out third of news data allowed us
to measure performance of ensembled models on
news data, so long as we only ensembled systems
that had not trained on that held-out data. In or-
der to create our final submissions, we chose fine-
tuned systems based on the held-out third, and
then ensembled them with the assumption that the
strong ensemble with access to the full news de-
velopment data would outperform the individual
systems or pairs of systems trained on subsets. In
order to enable us to measure improvements on a held-out set;
see Section 5.6 for our efforts to use ensembling to balance the
usefulness of training onmore data with the ability to measure
progress during preliminary experiments.

20Note that there is a fine distinction between the two set-
tings here: when finetuning on recent Hansard data, the sys-
tem is training on data it has already seen. When finetuning
on news data, we expose the system to some data it has al-
ready seen (one third of the news data) and some data that it
has not trained on (another third of the news data).

System NH ND NH News Full
Dev. 3 Test Test Test

Base: NH+ND.1 24.7 11.7 16.7 11.6 14.1
Base: NH+ND.2 24.7 11.3 16.7 11.2 13.9
Base: NH+ND.3 24.7 – 16.9 12.2 14.5
Ensemble 25.0 – 17.1 13.3 15.1
F.t. ND.{1,2} 21.5 13.5 15.0 12.2 13.8
F.t. ND.{2,3} 21.9 – 15.0 13.2 14.4
F.t. ND.{3,1} 20.9 – 13.8 13.1 13.7
Ens.: F.t. ND 21.7 – 14.9 14.1 14.8
F.t. NH (from 1) 25.4 11.9 16.9 11.3 14.0
F.t. NH (from 2) 25.4 11.0 16.8 11.0 13.9
F.t. NH (from 3) 25.3 – 16.8 11.3 14.0
Ens.: F.t. NH 25.7 – 17.5 12.9 15.1
Final hybrid 25.7 – 17.5 14.1 15.8

Table 2: BLEU scores of 10k joint BPE EN-IU systems.
The best performer is in bold. ND=News dev., indexed
by thirds. F.t.=Finetuning. Dashes mean a score should
not be computed due to test/training data overlap.

general, we found that ensembling several systems
(using Sockeye’s built-in ensembling settings) im-
proved performance. However, this had some lim-
its: for EN-IU if we combined a strong news sys-
tem whose performance on Hansard had degraded
too much with a strong Hansard system whose per-
formance on news had degraded, the final result
would be poor performance on both domains.
Our solution to this was simple: decode news

data with an ensemble of models finetuned on
news, and decode Hansard data with an ensemble
of models finetuned on Hansard. Our final submis-
sions are hybrids of domain-specific systems.21

6 Submitted Systems

6.1 English–Inuktitut

Our primary submission for EN-IU is a hybrid
of two joint BPE 10k ensembled systems with

21This leaves questions open, e.g., if a Hansard system
trained without any news data would perform as well or better
on Hansard test data than one trained with news data.
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System NH ND NH News Full
Dev. 3 Test Test Test

BT1:NH+ND.1 40.7 23.8 29.0 21.6 25.6
BT2:NH+ND.1 41.0 25.1 29.3 22.1 25.9
BT2:NH+ND.2 41.1 25.1 28.9 22.9 26.1
BT2:NH+ND.3 41.1 – 28.7 22.6 25.9
Ensemble 41.7 – 29.6 24.8 27.4
F.t. ND.{1,2} 39.9 26.7 28.5 23.9 26.4
F.t. ND.{2,3} 39.6 – 28.2 23.8 26.1
F.t. ND.{3,1} 40.1 – 28.4 23.7 26.2
Ens.: F.t. ND 40.9 – 29.1 25.8 27.6
F.t. NH (from 1) 41.6 23.6 29.0 21.0 25.3
F.t. NH (from 2) 41.5 24.6 28.9 22.8 26.1
F.t. NH (from 3) 41.5 – 28.8 21.6 25.5
Ens.: F.t. NH 42.4 – 29.9 24.3 27.3
Final hybrid 42.4 – 29.9 25.8 28.0

Table 3: BLEU scores of IU-EN systems. The best
performer is in bold font. ND=News dev., indexed by
thirds. F.t.=Finetuning. Dashes mean a score should
not be computed due to test/training data overlap.

domain tags. To translate the Nunavut Hansard
data, we used an ensemble of three systems, all
finetuned on 2017 Hansard data using only the
Hansard development data for validation during
finetuning. The three base systems used for fine-
tuning were trained on the full Hansard along with
the first, second, or third news third (duplicated 15
times), respectively, with BPE-dropout on both the
source and target sides.
To translate the news data, we again used an

ensemble of three base systems trained with BPE-
dropout on both the source and target sides: a base
system trained on all Hansard data with the first
third of news data (duplicated 15 times) finetuned
on the first and second third of news data, another
such base system trained instead with the second
third of news data (duplicated 15 times) and fine-
tuned on the second and third third of news data,
and a final base system trained with the third third
of news data (duplicated 15 times) and finetuned
on the first and third thirds. The hybrid system had
a BLEU score of 15.8 on the test data (Table 2).

6.2 Inuktitut–English
Our primary submission for IU-EN is a hybrid of
two joint BPE 15k ensembled systems with do-
main tags (for news and Hansard bitext) and back-
translation tags (for the backtranslated data). Due
to time constraints, we did not run BPE-dropout.
Like the EN-IU direction, we built three baseline
systems. All baseline systems were trained on the
full Hansard training data, along with 1.3 million
lines of backtranslated Europarl data and 1.3 mil-
lion lines of backtranslated news 2019 data. The

three baseline systems differed in which third of
newswas used for training, as described for EN-IU.
Backtranslation was performed using an ensemble
of the three baseline systems used for the EN-IU
task (joint BPE 10k, BPE-dropout).
We performed finetuning on news and recent

Hansard in the same manner as for EN-IU. The
news test data was translated with the ensem-
ble of news-finetuned systems, while the Hansard
test data was translated with the ensemble of the
Hansard-finetuned systems. The final system had
a BLEU score of 28.0 on the test data (Table 3).

7 Conclusions and Future Work

We have presented the results of our IU-EN and
EN-IU systems, showing that a combination of
BPE-dropout (for EN-IU), backtranslation (for IU-
EN), domain-specific finetuning, ensembling, and
hybrid systems produced competitive results. We
performed automatic evaluations of the submitted
systems in terms of BLEU, chrF (Popović, 2015),
and YiSi-1 (Lo, 2020). Our EN-IU system per-
formed best out of the constrained systems in terms
of BLEU (15.8, +2.5 above the next-best system),
chrF (37.9, +1.7 above the next-best), and YiSi
(82.4, +0.5 above the next-best). Our IU-EN sys-
tem performed third-best out of all systems in
terms of BLEU (28.0, -1.9 below the best sys-
tem), third-best in terms of chrF (48.9, -2.0 below
the best system), and third-best in terms of YiSi-1
(92.3, -0.6 behind the best system).22
There remains a wide range of future work to

be done to improve translation for this language
pair. There is still space to improve Roman text
output in Inuktitut, perhaps even as simply as an au-
tomatic postediting approach. Different subword
segmentations (or ones complementary to BPE-
dropout like He et al. (2020)), particularly ones
that capture morphological and phonological as-
pects of Inuktitut may also be promising.
In terms of adding monolingual data, we ex-

pect that improved data selection for backtrans-
lated data (i.e., to increase topic relevance) may
be useful, as would additional Inuktitut monolin-
gual data. Due to time constraints, we were unable
to complete BPE-dropout for IU-EN systems; we
expect this would have resulted in improved per-
formance.

22We do not have information about whether any of these
systems were unconstrained. It is also worth noting that the
highest-ranked systems differed depending on themetric used,
so we await human evaluation.
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Domain finetuning remains a challenge given
the very small amount of parallel news data avail-
able. We did experiment with mixing Hansard and
news data for finetuning, but, contrary to Chu et al.
(2017), were unable to outperform news-only sys-
tems on news. It may be worth trying approaches
designed to prevent catastrophic forgetting in do-
main adaptation (Thompson et al., 2019).
The real test, of course, will be human evalua-

tion; are the systems producing output that might
be usable, whether for computer aided translation
(via postediting or interactive translation predic-
tion) or for use in other downstream applications?
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A Data and BPE Sizes

For reproducibility, we show the data sizes after
cleaning in Table 4. Exact sizes for BPE vocabu-
laries (including codes, and extracted vocabulary
sizes) are shown in Table 5.
For IU-EN, we tried disjoint (Inuktitut, English)

models with BPE size pairs: (500,500), (1k,1k),
(5k,5k), (10k,10k), (500,5k), (1k,5k), and (5k,10k).
For EN-IU, we tried disjoint (English, Inuktitut)
models with BPE size pairs: (500,500), (1k,1k),
(5k,5k), (10k,10k), (5k,1k), (10k,1k), (10k,5k).
The typological differences between English and
Inuktitut motivated these experiments on vocabu-
lary sizes, testing whether unbalanced sizes may
be better than balanced sizes when using disjoint
vocabularies. Our intuition was that smaller vo-
cabulary sizes for Inuktitut and larger vocabulary
sizes for English might lead to mappings between
vocabulary items that were closer to one-to-one.
We also tried using SentencePiece Unigram

models (Kudo, 2018) trained for the same size
pairs, but they did not yield improvements in
BLEU score, so we used subword-nmt for the re-
mainder of our experiments.

B Roman Text in Inuktitut Output

When Roman text appears in the Inuktitut side of
the Hansard, that same text almost always appears
in the English side of the data. In the test data, this
is the case for all but 9 of the 151 Roman tokens on
the Inuktitut side of the data (over 94%).23 Thus
we expect a good NMT system should learn to pro-
duce Roman output that matches some portion of
the Roman text in the English input (or at least, that
should be true for most Roman text it produces).
When the BPE vocabulary model is learned

jointly, this task has the potential to be trivial: the
system simply needs to learn which source vo-
cabulary tokens are the same as which target vo-
cabulary tokens and then copy them, and RNN-
based NMT systems are known to be able to use
context in order to do this (Knowles and Koehn,
2018). When the BPE vocabularies are learned
independently, however, such words may be bro-
ken into different sequences of subwords on the
source and target sides, a more challenging task
for the system to handle. Intuitively, the system

23Of the 9 exceptions, 6 were cases where one side used an
abbreviation and the other expanded it, 1 was a plural/singular
distinction, 1 was a capitalization difference, and 1 was a
spelling difference.

must learn to spell to do this successfully. This
led us to experiment with joint vocabulary mod-
els. We measured precision, recall, and F1 aver-
aged across Hansard and news development data
for Roman words (whole words, after de-BPE, but
prior to detokenization) for systems trained using
disjoint vocabulary models and those with vocabu-
laries trained jointly (but extracted separately). We
found comparable BLEU scores between the two
settings, but found that average F1 was higher in
the joint setting.
In Table 6, we see three systems from an early

set of experiments with identical BLEU scores (the
best out of their respective vocabulary size and
data balancing sweeps; the disjoint system had the
news data repeated 30 times, while the 2k joint sys-
tem had it repeated 10 times and the 10k joint sys-
tem had it repeated 30 times). The joint systems
had higher F1 scores, particularly driven by im-
provements in precision (on Hansard, an increase
from 30.9% precision to 38.7% and 35.7% and
on news an increase from 28.1% to 49.2% and
43.2%).
Nevertheless, as evidenced by the relatively low

F1 scores, there best systems still make some er-
rors, as shown in the example below:

Src: Mr. Speaker, the Indspire Awards represent
the highest honour the indigenous community
presents to its people.

Ref: ᐅᖃᖅᑏ, ᑖᒃᑯᐊ ᐱᑖᖑᖃᑦᑕᖅᑐᑦ
ᑭᒡᒐᖅᑐᐃᓂᖅ ᐳᖅᑐᓂᖅᐹᒥᒃ,
ᐅᐱᓐᓇᖅᑐᒥᐅᑕᑯᓗᐃᑦ
ᓄᓇᖃᖅᑳᖅᑐᕕᓂᕐᓄᑦ ᑕᕝᕗᖓ
ᐃᓄᖁᑎᖏᓐᓄᑦ.

MT: ᐅᖃᖅᑏ, ᑖᒃᑯᐊ Inspiration
Award-ᖑᓂᕋᖅᑕᐅᔪᑦ ᖁᑦᑎᓂᖅᐹᒥᒃ
ᓄᓇᖃᖅᑳᖅᑐᒥᓂᕐᓄᑦ ᑐᓂᓯᖃᑦᑕᕐᒪᑕ
ᐃᓄᖁᑎᒥᓄᑦ.

There are in fact two errors in this MT output:
first, the system generates Roman text that it per-
haps ought not to have generated, and second it
does not successfully copy Indspire, instead pro-
ducing Inspiration. This suggests that, although
using joint BPE has improved Roman text output
in Inuktitut, there is still room for additional im-
provement. Our final submission had an F1 score
of 27.4 (41.3% precision and 20.5% recall)
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Data set Sentences IU words EN words
Nunavut Hansard 3.0 1299349 7992376 17164079
Nunavut Hansard 3.0 (2017 only) 40951 275248 582480
News (from newsdev2019-eniu) 2156 24980 44507
EN Europarl v10 (full) 2295044 56029587
EN Europarl v10 (subselect) 1300000 31750842
EN News.2019 (full) 33600797 836569124
EN News.2019 (subselect) 1300000 32380145

Table 4: Dataset sizes (post cleaning) of data used in our experiments. Of the monolingual data, only the subselec-
tion was used, not the full dataset.

BPE model Codes IU Vocab EN Vocab
IU 1k 573 1006
EN 1k 794 995
IU 2k 1573 2000
EN 2k 1794 1978
IU 5k 4573 4991
EN 5k 4794 4895
IU 10k 9573 9989
EN 10k 9794 9749
JNT 1k 557 977 519
JNT 2k 1557 1919 1086
JNT 5k 4557 4480 2754
JNT 10k 9557 8597 5071
JNT 15k 12590 12590 7038

Table 5: BPE codes and extracted vocabulary sizes
using subword-nmt with the --total-symbols flag.
Single language BPEmodels are indicated by ISO code
and joint models by JNT.

C Preprocessing and Postprocessing

In this appendix, we provide detail about our ad-
ditional language-specific preprocessing and post-
processing.

C.1 Preprocessing
Our additional preprocessing focuses on quotation
marks, apostrophes, and some other punctuation.
We first describe English-specific preprocessing.
We normalize double quotation marks to three

distinct special tokens, -LDQ-, -RDQ-, and -UDQ-
(left, right, and unknown double quote, respec-
tively), separated from any surrounding char-
acters by a space. For directional quotation
marks (‘LEFT DOUBLE QUOTATION MARK’
(U+201C) and ‘RIGHT DOUBLE QUOTATION
MARK’ (U+201D)), this is a simple substitution.
For straight quotations (‘QUOTATION MARK’
(U+0022)), we apply the following heuristics:

System BLEU Ave. F1
Disjoint BPE: IU 1k, EN 5k 24.7 24.2
Joint BPE 2k 24.7 25.9
Joint BPE 10k 24.7 27.6

Table 6: Comparison of best disjoint and joint BPE sys-
tems trained using Nunavut Hansard and half of the
news data as training, scored with BLEU and with Ro-
man text F1 averaged over the Hansard development
data and the other half of the news development data.
These were early systems trained without tags or back-
translation.

those followed by a space are right, those preceded
by a space are left, those followed by punctuation
(period, comma, question mark, semicolon) are
right, those at the beginning of a line are left, those
at the end of a line are right. All that remain are
considered unknown.
For single quotes or apostrophes (‘LEFT

SINGLE QUOTATION MARK’ (U+2018)
and ‘RIGHT SINGLE QUOTATION MARK’
(U+2019)), we do as follows. We first convert
any instances of ‘GRAVE ACCENT’ (U+0060)
to the right single quote (this is rare but manual
examination of the training data suggests that they
are used as apostrophes). We then convert any
instances of left and right single quotation marks
to special (space-separated) tokens -LSA- and
-RSA-, respectively. We next consider ‘APOS-
TROPHE’ (U+0027). That token followed by a
space is mapped to -RSA-, while any instances
preceded by a space are mapped to -LSA-. Any
that are sandwiched between alphanumeric char-
acters (a-z, A-Z, 0-9) are treated as a word internal
apostrophe, -RSI-. Remaining ones preceded by
alphanumeric characters are mapped to -RSA-,
while those followed by alphanumeric characters
are mapped to -LSA-. Any remaining at this point
are mapped to -ASO- (other).
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We also map ‘EN DASH’ (U+2013) to -NDA-
and ‘EM DASH’ (U+2014) to -MDA- (as ever,
keeping these special tokens space-separated from
remaining text).

For Inuktitut, we use similar substitutions, not-
ing the differences below. This is run after
the spelling normalization script provided. For
quotation marks, any instances of ‘LEFT SIN-
GLE QUOTATION MARK’ (U+2018) followed
immediately by ‘RIGHT SINGLE QUOTATION
MARK’ (U+2019) are treated as -LDQ-, while
any instances of two ‘RIGHT SINGLE QUOTA-
TION MARK’ (U+2019) in a row are treated
as -RDQ-. Double apostrophe is first mapped to
‘QUOTATION MARK’ (U+0022). Those straight
double quotes preceded or followed by punctua-
tion (period, comma, question mark, semicolon)
are treated as -RDQ-. We expand the earlier al-
phanumeric matching to include the unicode char-
acter range 1400-167F, which contains all syllabics
present in the data.

There are five observed types of single quotes
or apostrophes in the data. The most com-
mon is ‘RIGHT SINGLE QUOTATION MARK’
(U+2019), appearing more than 9000 times, fol-
lowed by ‘APOSTROPHE’ (U+0027), appearing
more than 1300 times, followed by ‘GRAVE AC-
CENT’ (U+0060), over 600 times, ‘LEFT SIN-
GLE QUOTATION MARK’ (U+2018), which ap-
pears fewer than 200 times, and ‘ACUTE AC-
CENT’ (U+00B4), which appears very rarely.
We first map the grave accent to ‘RIGHT SIN-
GLE QUOTATION MARK’ (U+2019). Then, for
the remaining four types, if they appear within
syllabics (range U+1400 to U+167F), we map
them to ‘MODIFIER LETTER APOSTROPHE’
(U+02BC). This is important because this is then
treated as a non-breaking character for the pur-
poses of Moses tokenization. It often represents
a glottal stop, which should be treated as part of
the word, not necessarily as something to split on.
When one of the four types appears at the end
of a word, it is treated as a -RSA- if a left sin-
gle apostrophe was observed before it in the sen-
tence. Any remaining at the ends of syllabic words
are treated as modifier letter apostrophe. Any of
the four that appear between non-syllabic alphanu-
meric characters are mapped to -RSI-. Remaining
left single quotation marks are mapped to -LSA-,
while remaining right single quotations and acute
accents are mapped to -RSA-. Apostrophes are

then mapped in the same manner as English, with
the addition of the syllabic range to the alphanu-
meric range.

C.2 Postprocessing

The postprocessing is done to revert the place-
holder tokens to appropriate characters and is done
after de-BPE-ing and Moses detokenization.

For English, we do as follows. The place-
holder -LDQ- and any spaces to the right of it
are replaced with ‘LEFT DOUBLE QUOTATION
MARK’ (U+201C), while -RDQ- and any spaces to
the left of it are replaced with ‘RIGHT DOUBLE
QUOTATION MARK’ (U+201D), and -UDQ- is
replaced with ‘QUOTATION MARK’ (U+0022)
with no modification to spaces.

The -RSI- token and any surrounding spaces
are replaced with ‘RIGHT SINGLEQUOTATION
MARK’ (U+2019), -RSA- and any spaces preced-
ing it are replaced with ‘RIGHT SINGLEQUOTA-
TION MARK’ (U+2019), -LSA- and any spaces
following it are replaced with ‘LEFT SINGLE
QUOTATION MARK’ (U+2018), and -ASO- is
replaced with ‘APOSTROPHE’ (U+0027).

The em-dash placeholder is replaced with an
em-dash without surrounding spaces, while the en-
dash placeholder is replaced with an en-dash with
surrounding spaces. We also perform some other
small modifications to match the most common
forms in the original text: spaces around dashes
and forward slashes are removed, times are re-
formatted (spaces removed between numbers with
colons and other numbers), space between greater
than signs is removed, space is removed before
asterisks, spaces are removed following a closing
parenthesis that follows a number, three periods in
a row are replaced with ‘HORIZONTAL ELLIP-
SIS’ (U+2026), space is removed after asterisk that
begins a line, space is removed after the pound
sign, and space is removed between a right apos-
trophe and a lowercase s.

For Inuktitut, the postprocessing is similar, with
the following changes/additions: the modifier let-
ter apostrophe is replaced with the ‘RIGHT SIN-
GLE QUOTATION MARK’ (U+2019), no spaces
are placed around the en-dash, and spaces are re-
moved between a close parenthesis followed by an
open parenthesis.
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D Backtranslation Details

Here we describe details of our backtranslation
experiments. The first pass (BT1) employed our
strongest English–Inuktitut system at the time,
trained on the Nunavut Hansard bitext plus the
first third of the news bitext (from newsdev2020-
eniu) using 5k joint BPE with BPE-dropout on
both source and target. Later, we backtranslated
the data a second time (BT2) using a stronger
three-way ensemble of systems, each of which was
trained on the NH corpus and a different third of
the news bitext from newsdev2020-eniu using 10k
joint BPE with BPE-dropout on both source and
target. This ensemble improved the BLEU score
on the NH portion of newsdev2020-eniu by 0.5
BLEU (from 24.5 to 25.0); while we could not
measure the improvement of the 3-way ensemble
on news data, an ensemble of two of these systems
(trained using one of the first two thirds of news)
yielded a 1.5 boost in BLEU measured on the fi-
nal news third (from 12.1 to 13.6) over the system
used for the first round. Thus the ensembled sys-
tem used for this second round of backtranslation
was stronger at translating both parliamentary and
news data.
With BT1 backtranslated data, positive effects

came from ensuring that backtranslated data and
true bitext are tagged differently. Tagging the
backtranslated source with the exact same domain
tags as the parallel data leads to a decrease in per-
formance of 1.7–2.2 BLEU for translating news; it
is even worse (by 1.3 BLEU on news) than using
no tags at all.
While most round one (BT1) backtranslation

tagging methods yielded news data BLEU in-
creases between 0.4 and 0.8 (over not tagging),
a larger improvement of ≥1.5 BLEU occurred
when using our second round of backtranslated
data (BT2); notably, the worst system trained us-
ing BT2 scores only 0.1 BLEU (average) below
the best BT1 system. Our best performance was
achieved using BT2 backtranslations with <BT>
tags but no domain tagging (for either the paral-
lel or backtranslated source). It outperformed the
next best system by 1.2 BLEU on news; unfor-
tunately those experiments did not complete be-
fore the deadline. Thus our submitted system used
the best available systems at the time for addi-
tional finetuning: domain tags on parallel data and
<BT> tags on the backtranslated data.
Each of the individual systems that contributed

to our final Inuktitut–English system combina-
tion used 1.3 million lines of Europarl (tagged
as <BT>), 1.3 million lines of news (tagged
as <BT>), approximately 1.3 million lines of
Nunavut Hansard (tagged as <NH>), and 719 or
718 lines of news (tagged as<NEWS> and dupli-
cated 15 times).

E Inuktitut Common Crawl and
Additional Data

We did not use any data from Inuktitut Common
Crawl in our submissions. In our initial experi-
ments, we found it generally harmed translation
quality. Nevertheless, we provide here some ob-
servations from our analysis, in the hopes that
they are useful to other researchers. First, the
Common Crawl data provided contains fairly large
amounts of non-Inuktitut data. This includes noise,
such as long sequences of characters (like lists of
characters) as well as text art (such as English
words spelled using visually similar syllabics and
other characters, e.g., ᕼEᒪᒪO). There is also text
in several other languages and dialects, includ-
ing, but likely not limited to: ᓇᔅᑲᐱ (Naskapi),24
ᓀᐦᐃᔭᐍᐏᐣ (Plains Cree), and ᓄᓇᕕᒻᒥᐅᑎᑐᑦ
(Nunavimmiutitut, an Inuit language spoken in
Nunavik).25 Of particular note is the latter, which
– while it is the only one of the three within the
Inuit dialect continuum that includes Inuktitut – is
an Inuit language (sometimes called the Nunavik
dialect of Inuktitut) that makes use of one addi-
tional column in the syllabary (ᐁ, ᐯ, ᑌ, ...,
or ai, pai, tai, ...). Those characters do not ap-
pear in the Hansard, thus rendering it impossible
for our systems to translate them exactly without
some form of modification, even if they might oth-
erwise share similarities with words that appear in
the Hansard. Removing characters that were not
observed in the Hansard data (which helps filter
out some non-Inuktitut language data) and filter-
ing out potential text art results in a much smaller
Common Crawl data set, less than half the size of
the original.
While additional monolingual or bilingual data

would likely benefit English to Inuktitut transla-
tion, we encourage non-Inuit researchers who plan
to perform data collection to do so in collabora-
tionwith Inuit communities and language speakers.

24Text appears to be scraped from the Naskapi Community
Web Site, http://www.naskapi.ca/.

25https://www.kativik.qc.ca/our-schools/
resources/

http://www.naskapi.ca/
https://www.kativik.qc.ca/our-schools/resources/
https://www.kativik.qc.ca/our-schools/resources/
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The efforts of Inuit language experts at Pirurvik
Centre were vital to the analysis of the data used
for this task (Joanis et al., 2020), collected through
communications with Nunatsiaq News and the
Government of Nunavut with the goal of selecting
data usable for this translation task, both in terms
of public availability and language. Aside from the
machine learning related risks of accidentally col-
lecting data from other languages and labeling it as
Inuktitut (as we observed in the Common Crawl
data), there are also ethical concerns. While it
does not focus specifically on language data, the
National Inuit Strategy on Research (NISR, Inuit
Tapiriit Kanatami, 2018) highlights as a priority
“Ensuring Inuit access, ownership and control over
data and information” and focuses on partnership
with Inuit organizations, transparency, and data
sharing to end exploitative research practices and
build research relationships that respect Inuit self-
determination.26 The NISR contains a discussion
of potential harms of research done without rela-
tionships to the communities impacted by it, with
both Inuit-specific concerns and concerns from a
broader history of colonialism. Lewis et al. (2020)
provide a discussion of guidelines for Indigenous-
centred AI from a variety of Indigenous perspec-
tives (though not specifically from Inuit perspec-
tives), including topics of ethics, data sovereignty,
and responsibility and relationships in AI. Build-
ing and maintaining community relationships and
collaborations can help ensure that data is handled
and shared in ways that respect cultural values
and Indigenous intellectual property,27 which out-
siders may not be familiar with. A full discussion
of these topics is beyond the scope of this paper,
but we raise the discussion here as part of the pro-
cess of working towards best practices in building
respectful research relationships that centre com-
munity goals at all steps of the research process.

F Statement on Avoiding Conflicts of
Interest

In their work on ethical considerations in shared
tasks, Parra Escartín et al. (2017) raise the is-
sue of actual or perceived conflicts of interest be-
tween task organizers and participants. We pro-
vide the following information in the interest of
transparency.

26https://www.itk.ca/wp-content/uploads/2018/
04/ITK_NISR-Report_English_low_res.pdf

27United Nations Declaration on the Rights of Indigenous
Peoples, Article 31.

The data for the shared task on Inuktitut-English
was collected by researchers at the National Re-
search Council of Canada (NRC) in collabora-
tion with the Pirurvik Centre.28 The team of re-
searchers at NRC was divided into two groups:
those working on task organization and those par-
ticipating in the shared task (the latter group are the
authors of this paper). In order to prevent unfair ad-
vantages to the task participants, the organizers did
not discuss the web source or details of the evalua-
tion set with the participants at any time before the
submission of the systems.
We did communicate with the organizers to re-

ceive clarification regarding the spurious quotes in
the test data; the response to this was distributed to
the full WMT mailing list.

28https://www.pirurvik.ca/

https://www.itk.ca/wp-content/uploads/2018/04/ITK_NISR-Report_English_low_res.pdf
https://www.itk.ca/wp-content/uploads/2018/04/ITK_NISR-Report_English_low_res.pdf
https://www.pirurvik.ca/

