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Abstract

Two important tasks at the intersection of
knowledge graphs and natural language pro-
cessing are graph-to-text (G2T) and text-to-
graph (T2G) conversion. Due to the difficulty
and high cost of data collection, the supervised
data available in the two fields are usually on
the magnitude of tens of thousands, for ex-
ample, 18K in the WebNLG 2017 dataset af-
ter preprocessing, which is far fewer than the
millions of data for other tasks such as ma-
chine translation. Consequently, deep learning
models for G2T and T2G suffer largely from
scarce training data. We present CycleGT, an
unsupervised training method that can boot-
strap from fully non-parallel graph and text
data, and iteratively back translate between the
two forms. Experiments on WebNLG datasets
show that our unsupervised model trained on
the same number of data achieves performance
on par with several fully supervised models.
Further experiments on the non-parallel Gen-
Wiki dataset verify that our method performs
the best among unsupervised baselines. This
validates our framework as an effective ap-
proach to overcome the data scarcity problem
in the fields of G2T and T2G.1

1 Introduction

Knowledge graphs are a popular form of knowl-
edge representation and central to many critical nat-
ural language processing (NLP) applications. One
of the most important tasks, graph-to-text (G2T),
aims to produce descriptive text that verbalizes the
graphical data. For example, the knowledge graph
triplet “(Allen Forest, genre, hip hop), (Allen For-
est, birth year, 1981)” can be verbalized as “Allen
Forest, a hip hop musician, was born in 1981.”

∗Equal contribution.
†Work done during internship at Amazon Shanghai AI

Lab.
1Our code is available at https://github.com/

QipengGuo/CycleGT.

Allen Forest, a hip hop musician, was
born in the year 1981. The music genre hip
hop gets its origins from disco and funk
music, and it is also which drum and bass
is derived from.

Allen Forest

hip hop

1981

drum and
bass

birth year

genre
stylistic origin derivative

stylistic origin

disco

funk

G2TT2G

───────

────

───────
───────

Text Corpus (No Matched Graph)

Graph Dataset (No Matched Text)

CycleGT

Figure 1: Given a text corpus, and a graph dataset, and
no parallel (text, graph) pairs, our model CycleGT aims
to jointly learn T2G and G2T in a cycle framework.

This has wide real-world applications, for instance,
when a digital assistant needs to translate some
structured information (e.g., the properties of the
restaurant) to the human user. Another important
task, text-to-graph (T2G), is to extract structures
in the form of knowledge graphs from the text, so
that all entities become nodes, and the relationships
among entities form edges. This can serve many
downstream tasks, such as information retrieval
and reasoning. The two tasks can be seen as a dual
problem, as shown in Figure 1.

However, most previous work has treated G2T
and T2G as two separate supervised learning prob-
lems, for which the data annotation is very expen-
sive. Therefore, both fields face the challenge of
scarce parallel data. All current datasets are of a
much smaller size than what is required to train
the model to human-level performance. For exam-
ple, the benchmark dataset WebNLG 2017 only
has 18K text-graph pairs for training (after pre-
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processing by (Moryossef et al., 2019)), which
is several magnitudes fewer than the millions of
data for neural machine translation (NMT) systems,
such as the 4.4M paired sentences in the WMT14
dataset for NMT (Luong et al., 2015). As a result,
most previous G2T and T2G models, which have
to be trained on small datasets, display limited per-
formance on both tasks (Koncel-Kedziorski et al.,
2019; Moryossef et al., 2019; Luan et al., 2018).

To circumvent the limitations of scarce super-
vised data, we formulate both tasks in a cycle train-
ing framework, and also in the unsupervised man-
ner with fully non-parallel datasets (as shown in
Figure 1). The technical difficulty lies in the dif-
ferent modality of text and graphs, which can be
intractable in a joint learning setting. We contribute
an effective learning framework, CycleGT, which
is iteratively trained with two cycle losses.

We first validate CycleGT on widely used
WebNLG datasets, both WebNLG 2017 (Gardent
et al., 2017b) and WebNLG+ 2020 (Castro-Ferreira
et al., 2020) which is a more challenging extension
of the 2017 dataset. Here CycleGT achieves per-
formance that is comparable to many supervised
baselines. Additionally, we also evaluate our model
on the newly released GenWiki dataset (Jin et al.,
2020b) with 1.3M non-parallel text and knowledge
graphs. Our model is the best out of all unsuper-
vised baselines, improving by +11.47 BLEU over
the best baseline on GenWikiFINE data and +6.26
BLEU on GenWikiFULL.

The surprisingly high performance of CycleGT
indicates that it is an effective approach to address
the data scarcity problem in the fields of both G2T
and T2G. Consequently, CycleGT can help pave
the way for scalable, unsupervised learning, and
benefit future research in both fields.

2 Formulation and Notations

For unsupervised graph-to-text and text-to-graph
generation, we assume two non-parallel datasets:

• A text corpus DT = {ti}Ni=1 consisting of N
text sequences, and

• A graph dataset DG = {gj}Mj=1 consisting of
M graphs.

The constraint is that the graphs and text contain
the same distribution of latent content z, but are dif-
ferent forms of surface realizations. Their marginal
log-likelihood can be formulated with the shared

latent content z:

log p(g) = log

∫

z
p(g | z)p(z)dz , (1)

log p(t) = log

∫

z
p(t | z)p(z)dz . (2)

Our goal is to train two models in an unsuper-
vised manner: G2T that generates text based on
the graph, and T2G that produces the graph based
on text. In this vein, there is an implicit assumption
that a one-to-one mapping exists, at least approxi-
mately, between text and graphs.

Denote the parameters of G2T as θ, and param-
eters of T2G as ϕ. Now suppose there exists an
unseen ground truth distribution DPair (e.g., as in
the test set), where each paired text and graph (t, g)
share the same content. Then the ideal objective is
to maximize the log-likelihood of θ and ϕ over the
text and graph pairs (t, g) ∼ DPair:

J (θ, ϕ)
= E(t,g)∼DPair

[log p(t | g; θ) + log p(g | t;ϕ)] .
(3)

The major challenge of our task is that the
ground truth distribution DPair is not available as
training data. Instead, only the text corpus DT and
graph dataset DG are observed separately without
alignment. So our solution is to approximate the
learning objective in Eq. (3) through non-parallel
text and graph data. The resulting method we de-
rive, namely CycleGT, will be introduced next.
Note that we have also recently adopted the un-
derlying CycleGT architecture in the context of
developing an alternative conditional variational
autoencoder model for handling non-bijective map-
pings (Guo et al., 2020b).

3 CycleGT Development

In this section, we will first introduce the G2T and
T2G components in Section 3.1 and 3.2, respec-
tively, and then discuss the iterative back transla-
tion training strategy of CycleGT in Section 3.3.

3.1 G2T Component
The model G2T : G → T takes as input a graph
g and generates a text sequence t̂ that is a suffi-
cient description of the graph. As pretrained mod-
els are shown to be very effective on G2T tasks
(Ribeiro et al., 2020; Kale, 2020), we use T5 (Raf-
fel et al., 2020), a large pretrained sequence-to-
sequence model as the G2T component. Note that
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the model architecture of G2T is flexible in our
cycle training framework, and it can also be sub-
stituted by alternatives such as the GNN-LSTM
architecture as proposed in Koncel-Kedziorski et al.
(2019).

Given a knowledge graph g, we first linearize
it to a sequence Seq(g), using 〈H〉, 〈R〉, 〈T〉, to
denote the head, relation, and tail of a triple in
the graph. As our paper mainly addresses graphs
that can be verbalized in several sentences, the con-
cerned graphs are small-scale. Hence, we linearize
the graph according to the given order of triplets
in the WebNLG dataset, as different linearization
orders of the graphs are not a major concern, and
can be handled well by the T5 model.

The finetuning of T5 aims to find the optimal pa-
rameters θ∗ to correctly encode the graph sequence
and decode it to the sentence. For this purpose we
use maximum likelihood estimation objective

θ∗ = argmax
θ

∏

(t,g)∼D
p(t | Seq(g); θ) . (4)

3.2 T2G Component
We then introduce the other component, the T2G
model. The function T2G : T → G takes as input
a text sequence t and extracts its corresponding
graph ĝ, whose nodes are the entities and edges are
the relations between two entities. As generating
both the entities and relations of the graph in a dif-
ferentiable way is generally intractable, we directly
use the entities if they are given, or if not given,
we use an off-the-shelf entity extraction model (Qi
et al., 2020) that identifies all entities in the text
with high accuracy. We denote the set of entities
extracted from the text as NER(t). We then predict
the relations between every two entities to form the
edges in the graph. Note that our T2G component
presented below is also flexible and can be replaced
with other models.

Proceeding further, we first obtain the embed-
dings of every entity vi ∈ NER(t) by average pool-
ing the contextualized embedding of each word wj
in the entity term. This leads to

vi =
1

Len(vi)

∑

wi∈v
emb(wj) , (5)

emb(wj) = enc(wj , w<j , w>j) ,

where enc encodes the embedding of wj by its pre-
ceding context w<j and succeeding content w>j .

Based on the entity embeddings, we derive each
edge of the graph using a multi-label classification

layer C. C takes in the two vertices of the edge
and predicts the edge type, which includes the “no-
relation” type, and the set of possible relations of
entities, leading to

eij = C(vi, vj). (6)

T2G training aims to find the optimal parameters
ϕ∗ that correctly encodes the text and predicts the
graph via the maximum likelihood estimation ob-
jective

ϕ∗ = argmax
ϕ

∏

(t,g)∼D
p(g | t;ϕ) (7)

= argmax
ϕ

∏

(t,g)∼D

K∏

i=0

K∏

j=0

p(eij | vi, vj , t;ϕ) ,

where K = |NER(t)| is the number of entities in
text t.

3.3 Cycle Training with Iterative Back
Translation

In NLP, back translation (Sennrich et al., 2016a) is
first proposed for machine translation where a sen-
tence in the source language (e.g., English) should
be able to first translate to the target language (e.g.,
French) and then again translated “back” to the
original source language. The source sentence and
the “back-translated” sentence should be aligned
to be the same.

The essence of back translation is that a variable
x and a bijective mapping function f(·) should
satisfy x = f−1(f(x)), where f−1 is the inverse
function of f . In our case, G2T and T2G are inverse
functions of each other, because one transforms
the graph to text and the other converts text to the
graph. Specifically, we align each text with its
back-translated version, and also each graph with
its back-translated version via the objectives

LCycT(θ) = Et∈DT
[− log p(t | T2Gϕ(t); θ)] ,

(8)

LCycG(ϕ) = Eg∈DG
[− log p(g | G2Tθ(g);ϕ)] .

(9)

An equivalent way to interpret Eqs. (8) and (9)
is that due to the unavailability of paired text
and graphs, we approximate DPair with D̂Pair, a
synthetic set of text-graph pairs generated by the
two models. D̂Pair consists of (t,T2Gϕ(t)) and
(G2Tθ(g), g) for every t ∈ DT, g ∈ DG, leading
to
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LCycT(θ) = Et∈DT
[− log p(t | T2Gϕ(t); θ)]

= E(t,ĝ)∈D̂Pair
[− log p(t | ĝ; θ)] ,

(10)

LCycG(ϕ) = Eg∈DG
[− log p(g | G2Tθ(t);ϕ)]

= E(t̂,g)∈D̂Pair
[− log p(g | t̂;ϕ)] .

(11)

As such, to the extent that these approximations are
accurate, the sum of Eqs. (8) and (9) reasonably
approximates the log likelihoods from Eq. (3).

Note that J (θ, ϕ) = LCycT(θ) + LCycG(ϕ)

holds when D̂Pair has the same distribution as
DPair. In our framework, we iteratively improve
the G2T and T2G models using an iterative back
translation (IBT) training scheme (Hoang et al.,
2018), with the goal of reducing the discrepancy be-
tween the distribution of DPair and D̂Pair. Specifi-
cally, we repeatedly alternate the optimization of
the two cycles described by Eqs. (10) and (11) over
the corresponding θ or ϕ.

3.4 Challenges of Cycle Training for G2T
and T2G

One of the challenges of our problem-specific use
of IBT, even with the two established cycle losses
above, is the non-differentiability, which consti-
tutes a fundamental difference between our model
and the line of work represented by CycleGAN
(Zhu et al., 2017). For our cycle losses LCycT

and LCycG, the intermediate model outputs are
non-differentiable. For example, in the G-Cycle
(graph→text→graph), the intermediate text is de-
coded in a discrete form to natural language. Hence,
the graph-to-text part G2Tθ will not be differen-
tiable, and the final loss can only be propagated to
the latter part, text-to-graph T2Gϕ. Hence, when
alternatively optimizing the two cycle losses, we
first fix ϕ to optimize θ for the text cycle LCycT,
and then fix θ to optimize ϕ for the graph cycle
LCycG.

Although an analogous non-differentability is-
sue is shared by unsupervised NMT works (Lample
et al., 2018; Artetxe et al., 2018), these approaches
rely on other regularization factors such as autoen-
coder losses, adversarial losses, and warm start
strategies. In contrast, our streamlined approach
CycleGT relies solely on cycle training and the
inductive biases of the T2G and G2T modules.

4 Experiments

4.1 Datasets
WebNLG 2017 Dataset Our first experiment
uses the WebNLG 2017 dataset (Gardent et al.,
2017b), which is widely used for graph-to-text gen-
eration.2 Each graph consists of 2 to 7 triplets
extracted from DBPedia, and the text is collected
by asking crowd-source workers to describe the
graphs. The dataset includes 10 categories in the
training data: Airport, Astronaut, Building, City,
ComicsCharacter, Food, Monument, SportsTeam,
University, and WrittenWork. There are also 5 ad-
ditional unseen categories in the test data: Athlete,
Artist, CelestialBody, MeansOfTransportation, and
Politician. We follow the preprocessing steps in
Moryossef et al. (2019) to obtain the text-graph
pairs (with entity annotation) for 13,036 training,
1,642 validation, and 4,928 test samples.

WebNLG 2020 Dataset We also use CycleGT
to participate in the WebNLG 2020 challenge,
which is an extension of the WebNLG 2017
dataset covering broader categories. Specifically,
WebNLG 2020 includes all the 15 categories of
WebNLG 2017 in the training set, along with a
new category, Company. Its test data also add three
additional unseen categories, Film, Scientist, and
MusicalWork. Overall, the dataset has 35,426 train-
ing, 4,464 validation, and 1,779 test samples.

GenWiki Dataset Apart from the WebNLG
datasets that have to be processed to fit non-parallel
setting of our framework, we also evaluate with a
natural non-parallel dataset, GenWiki (Jin et al.,
2020b). GenWiki is formed from DBpedia knowl-
edge graphs, and unpaired natural text in Wikipedia
articles with the same topics as the knowledge
graphs. The text has a larger vocabulary and more
variety than the crowdsourced text in WebNLG.
We report results on two variations of GenWiki,
the full dataset GenWikiFULL, and a fine, distantly
aligned version GenWikiFINE.

4.2 Evaluation Metrics
For G2T on WebNLG 2017 and GenWiki, we
use the metrics that are mostly reported by other
previous work (Moryossef et al., 2019) so that

2WebNLG 2017 is the most appropriate dataset, be-
cause in other datasets such as relation extraction datasets
(Walker et al., 2006), the graph only contain a very small
subset of the information in the text. It can be down-
loaded from https://webnlg-challenge.loria.
fr/challenge_2017/.
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we can have head-to-head comparison with exist-
ing systems. Specifically, we adopt the metrics
from (Moryossef et al., 2019), i.e., BLEU (Pap-
ineni et al., 2002), Meteor (Banerjee and Lavie,
2005), ROUGEL (Lin, 2004) and CIDEr (Vedan-
tam et al., 2015), to measure the closeness of the
reconstructed text (model output) to the input text.3

Briefly, they measure the n-gram precision, recall,
or F-scores between the model outputs and the
(ground-truth) references. In contrast, for T2G
evaluation on WebNLG 2017, we use the micro
and macro F1 scores of the relation types of the
edges, following the standard practice in relation
extraction (Miwa and Bansal, 2016a; Zhou et al.,
2016).

Turning to WebNLG 2020, we report most ma-
jor metrics listed on the leaderboard (Moussalem
et al., 2020). For G2T, the metrics include BLEU,
METEOR, chrF++ (Popovic, 2017), TER (Snover
et al., 2006), BERTF1 (Zhang et al., 2020), and
BLUERT (Sellam et al., 2020).

4.3 Comparison Systems for WebNLG 2017

Unsupervised Baselines As cycle training mod-
els are unsupervised learning methods, we include
the following unsupervised baselines:
• RuleBased (Schmitt et al., 2020): This base-

line involves simply iterating through the
graph and concatenating the text of each
triplet.
• Graph-Text Back Translator (GT-BT)

(Schmitt et al., 2020): This approach first
serializes the graph and then applies a back
translation model. Since the code for GT-BT
is not yet available, we adopt their reported
results as a reference.

Supervised Baselines We also compare with su-
pervised systems using the original supervised
training data. Since there is no existing work that
jointly learns graph-to-text and text-to-graph in a
supervised way, we can only use models that ad-
dress one of the two tasks. For graph-to-text gener-
ation, we compare with
• Melbourne: The best supervised system sub-

mitted to the WebNLG challenge 2017 (Gar-
dent et al., 2017b), which uses an encoder-
decoder architecture with attention.
• StrongNeural (Moryossef et al., 2019): An

3We calculate all metrics using the pycocoevalcap tool
(https://github.com/salaniz/pycocoevalcap).

enhanced version of the common encoder-
decoder model.
• BestPlan (Moryossef et al., 2019): A special

entity ordering algorithm applied before neu-
ral text generation.
• GraphWriter (Koncel-Kedziorski et al., 2019):

A graph attention network with LSTMs.
• Seg&Align (Shen et al., 2020): An approach

that first segments the text into small units and
then learns the alignment between data and
target text segments.
• Planner (Zhao et al., 2020): A planner with

relational graph convolutional networks and
LSTMs.
• T5-Large (Kale, 2020): An application of

the pretrained T5-Large model for serialized
graph-to-text generation.
• T5-Large (Ribeiro et al., 2020): Another in-

stance of the pretrained T5-Large model for
serialized graph-to-text generation.
• Supervised G2T (our implementation) : Our

implementation of T5-base, which is the same
as the G2T component in our CycleGT.

For text-to-graph generation, we compare with
state-of-the-art models including
• OnePass (Wang et al., 2019): A BERT-based

relation extraction model.
• T2G (our implementation): The BiLSTM

model that we adopt as the text-to-graph com-
ponent in the cycle training of CycleGT.

4.4 Comparison Systems for GenWiki

Since GenWiki is a non-parallel dataset, we can
only train unsupervised baselines or transfer mod-
els developed using other data. We compare
against:
• RuleBased (Schmitt et al., 2020): Same as

was applied for WebNLG 2017 evaluation (see
above).
• DirectTransfer: A model trained on the su-

pervised WebNLG 2017 dataset, and then de-
ployed on the GenWiki test set.
• NoisySupervised: A baseline formed by first

constructing distantly aligned pairs on the
whole training data by entity overlap, and then
learning from these distant supervised pairs
with the G2T model.

Note that for fair comparison, we use GraphWriter
(Koncel-Kedziorski et al., 2019) as the architec-
ture for all G2T models including our CycleGT on
GenWiki.
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G2T Performance T2G Performance
BLEU METEOR ROUGEL CIDEr Micro F1 Macro F1

Supervised Models (G2T Only)
Melbourne (introduced in (Gardent et al., 2017a)) 45.0 0.376 63.5 2.81 – –
StrongNeural (Moryossef et al., 2019) 46.5 0.392 65.4 2.87 – –
BestPlan (Moryossef et al., 2019) 47.4 0.391 63.1 2.69 – –
GraphWriter (Koncel-Kedziorski et al., 2019) 45.8 0.356 68.6 3.14 – –
Seg&Align (Shen et al., 2020) 46.1 0.398 65.4 2.64
Planner (Zhao et al., 2020) 52.8 0.450 – – – –
T5-Large (Kale, 2020) 57.1 0.440 – – – –
T5-Large (Ribeiro et al., 2020) 59.3 0.440 – – – –
Supervised G2T by T5-Base (Our Implementation) 56.4 0.445 69.1 3.86 – –

Supervised Models (T2G Only)
Supervised T2G (Our Implementation) – – – – 60.6 50.7
OnePass (Wang et al., 2019) – – – – 66.2 52.2

Unsupervised Models
RuleBased (Schmitt et al., 2020) 18.3 0.336 – – 0.0 0.0
GT-BT (Schmitt et al., 2020) 37.7 0.355 – – 39.1 –
CycleGT (Unsup.) 55.5 0.437 68.3 3.81 58.4 46.4

Table 1: T2G and G2T performance of supervised and unsupervised models on WebNLG 2017 data.

GenWikiFINE GenWikiFULL
BLEU METEOR ROUGEL CIDEr BLEU METEOR ROUGEL CIDEr

Rule-Based (Schmitt et al., 2020) 13.45 30.72 40.93 1.26 13.45 30.72 40.93 1.26
DirectTransfer (Jin et al., 2020b) 13.89 25.76 39.75 1.26 13.89 25.76 39.75 1.26
NoisySupervised (Jin et al., 2020b) 30.12 28.12 56.96 2.52 35.03 33.45 58.14 2.63
CycleGT 41.59 35.72 63.31 3.57 41.29 35.39 63.73 3.53

Table 2: The performance of our CycleGT and three unsupervised baselines on GenWikiFINE and GenWikiFULL.

4.5 Implementation Details
Processing WebNLG Data To test unsupervised
models and baselines, we construct a non-parallel
version of the training and validation sets by sep-
arating all the text in the dataset to form a text
corpus, and all the graphs to build a graph dataset.
We ensure that the order within the text and graph
datasets are shuffled so that the data is fully non-
parallel.

Model Details Our training framework can adapt
to different T2G and G2T modules. For this study,
we instantiate our CycleGT framework with the pre-
trained T5 (Raffel et al., 2020) as the G2T model,
and a BiLSTM for the T2G architecture, with two
layers comprised of 512 hidden units each. We
train the model for 30 epochs.

4.6 Main Results
WebNLG 2017 Results As shown in Table 1,
for G2T generation, even with no pairing infor-
mation between text and graphs, our unsupervised
CycleGT model can achieve a 55.5 BLEU score,
which is on par with the 56.4 BLEU score obtained
using the same T2G model with T5-Base that we
trained on supervised data. CycleGT also outper-
forms the unsupervised baseline RuleBased and

GT-BT (Schmitt et al., 2020) by a clear margin. Ad-
ditionally, for the T2G task, CycleGT also achieves
scores on par with the same T2G component but
trained on the supervised data.

WebNLG 2020 Results We also submitted our
system to the WebNLG 2020 Challenge. In Ta-
ble 3, we list competing models from the com-
petition leaderboard, as well as two baseline re-
sults published by the organizers. Since the chal-
lenge provides supervised training data, most (and
possibly all) other competing systems are super-
vised models, such as the top-1 system, ID18 (Guo
et al., 2020a), which finetunes T5 on the super-
vised graph-text pairs. As can be seen, our G2T
performance is competitive with many methods
even without supervision.

GenWiki Results We show the performance of
CycleGT on the G2T task using GenWiki data in
Table 2. Among the four models under consider-
ation, the RuleBased and DirectTransfer methods
do not perform well on the purely unsupervised
dataset. The performance of DirectTransfer indi-
cates that even though WebNLG and GenWiki are
similar wiki-based datasets, it is difficult to make
a model trained on one corpus to behave similarly
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BLEU METEOR CHRF++ TER BLUERT
ID18 53.98 0.417 0.690 0.406 0.62
ID30 53.54 0.414 0.688 0.416 0.61
ID30_1 52.07 0.413 0.685 0.444 0.58
ID34 52.67 0.413 0.686 0.423 0.6
ID5 51.74 0.411 0.679 0.435 0.6
ID35 51.59 0.409 0.681 0.431 0.59
ID23 51.74 0.403 0.669 0.417 0.61
ID2 50.34 0.398 0.666 0.435 0.57
ID15 40.73 0.393 0.646 0.511 0.45
CycleGT (Unsup.) 44.56 0.387 0.637 0.479 0.54
ID12 40.29 0.386 0.634 0.504 0.45
ID11 39.84 0.384 0.632 0.517 0.43
ID4 50.93 0.384 0.636 0.454 0.54
ID26 50.43 0.382 0.637 0.439 0.57
Official Baseline1 40.57 0.373 0.621 0.517 0.47
ID17 39.55 0.372 0.613 0.536 0.37
ID31_2 41.03 0.367 0.608 0.522 0.39
Official Baseline2 37.89 0.364 0.606 0.553 0.42
ID21 31.98 0.350 0.545 0.629 0.4
ID13_11 38.37 0.343 0.584 0.587 0.33
ID14 39.12 0.337 0.579 0.564 0.37
ID13 38.2 0.335 0.571 0.577 0.29
ID13_3 39.19 0.334 0.569 0.565 0.28
ID13_4 38.85 0.332 0.569 0.573 0.3
ID13_2 38.01 0.331 0.565 0.583 0.27
ID13_6 37.96 0.331 0.566 0.580 0.28
ID10 22.84 0.326 0.534 0.696 -0.03
ID13_7 36.07 0.324 0.555 0.599 0.24
ID13_8 36.6 0.322 0.554 0.594 0.25
ID20 31.26 0.316 0.542 0.659 0.31
ID26_1 27.5 0.305 0.519 0.846 0.03
ID13_9 28.71 0.243 0.448 0.689 -0.09
ID13_10 30.79 0.239 0.439 0.677 -0.09
ID13_5 23.08 0.225 0.421 0.743 -0.19
ID17_1 24.45 0.223 0.425 0.739 -0.22

Table 3: Leaderboard of the submitted systems and
two official baselines (Baseline1 and Baseline2) in
the WebNLG 2020 English RDF-to-text challenge as
ranked by METEOR. With all metrics, larger is better,
with the exception of TER where lower is better.

on another slightly different one. The NoisySu-
pervised model performs relatively well, scoring
over 30 BLEU points. And our model CycleGT is
the strongest, outperforming NoisySupervised by
around 10 BLEU points.

5 Related Work

We will first give an overview of the fields of T2G
and T2G separately, and then introduce the cycle
learning.

Data-to-Text Generation As a classic problem
in text generation (Kukich, 1983; McKeown, 1992),
data-to-text generation aims to automatically pro-
duce text from structured data (Reiter and Dale,
1997; Liang et al., 2009). Due to the expen-
sive collection, all the data-to-text datasets are
very small, such as the 5K air travel dataset (Rat-
naparkhi, 2000), 22K WeatherGov (Liang et al.,
2009), 7K Robocup (Chen and Mooney, 2008),
and 5K RotoWire on basketball games (Wise-
man et al., 2017). As for the methodology, tra-

ditional approaches adopt a pipeline system (Ku-
kich, 1983; McKeown, 1992) of content planning,
sentence planning, and surface realization. Recent
advances in neural networks give birth to end-to-
end systems (Lebret et al., 2016; Wiseman et al.,
2017; Koncel-Kedziorski et al., 2019; Kale, 2020)
that does not use explicit planning but directly
an encoder-decoder architecture (Bahdanau et al.,
2015; Vaswani et al., 2017).

Relation Extraction Relation Extraction (RE) is
the core problem in text-to-graph conversion, as
its former step, entity recognition, have off-the-
shelf tools with good performance (Lample et al.,
2016; Qian et al., 2019; Straková et al., 2019; Clark
et al., 2018; Jin et al., 2020c). RE aims to clas-
sify the relation of entities given a shared textual
context. Conventional approaches hand-crafted lex-
ical and syntactic features (Hendrickx et al., 2010;
Rink and Harabagiu, 2010). With the recent ad-
vancement of deep neural networks, many mod-
els based on CNN (Zeng et al., 2014; dos Santos
et al., 2015; Nguyen and Grishman, 2015), RNN
(Socher et al., 2012; Zhang and Wang, 2015; Miwa
and Bansal, 2016b; Zhou et al., 2016), and BERT
(Wang et al., 2019) achieve high performance in
many datasets. However, constrained by the small
datasets of only several hundred or several thou-
sand data points (Walker et al., 2006; Hendrickx
et al., 2010; Gábor et al., 2018), recent research
shifts to distant supervision than model innovation
(Mintz et al., 2009; Zeng et al., 2015; Lin et al.,
2016).

Cycle Training The concept of leveraging the
transitivity of two functions inverse to each other
has been widely observed on a variety of tasks.
In computer vision, the forward-backward consis-
tency has been used since last decade (Kalal et al.,
2010; Sundaram et al., 2010), and training on cycle
consistency has recently been extensively applied
on image style transfer (Zhu et al., 2017; Godard
et al., 2017). In language, back translation (Sen-
nrich et al., 2016b; Edunov et al., 2018; Jin et al.,
2020a) and dual learning (Cheng et al., 2016; He
et al., 2016) have also been an active area of re-
search centered on UMT. Similar techniques can
also be seen on tasks such as language style trans-
fer (Shen et al., 2017; Jin et al., 2019). Finally,
cycle training has recently been applied in the con-
text of text-graph conversion (Schmitt et al., 2020);
we compare against this approach in Table 1 (see
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GT-BT results).

6 Conclusion

We have developed a cycle learning framework for
both text-to-graph and graph-to-text generation in
an unsupervised way. Experimental results validate
that the proposed model achieves comparable re-
sults to many supervised models, given the same
amount of unsupervised data. Moreover, when
comparing with other unsupervised models, our
CycleGT model displays a clear advantage.
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