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Abstract

New things are being created and new words
are constantly being added to languages world-
wide. However, it is not practical to trans-
late them all manually into a new foreign lan-
guage. When translating from an alphabetic
language such as English to Chinese, appro-
priate Chinese characters must be assigned,
which is particularly costly compared to other
language pairs. Therefore, we propose a task
of generating and evaluating new translations
from English to Chinese focusing on named
entities. We defined three criteria for hu-
man evaluation—fluency, adequacy of pronun-
ciation, and adequacy of meaning—and con-
structed evaluation data based on these defini-
tions. In addition, we built a baseline system
and analyzed the output of the system.

1 Introduction

A machine translation (MT) system is expected
to generate the correct translation results for each
input. However, new named entities (NEs), such
as company names, character names, and prod-
uct names, are constantly being created worldwide.
Therefore, such words must be assigned new trans-
lations without referring to any translations in other
languages.

In particular, the translation of NEs between dif-
ferent alphabets, for example, from English (En)
to Chinese (Zh) characters, is more difficult than
that between other language pairs. It is necessary
to select appropriate Chinese characters (Hanzi) in
consideration of appropriate fluency, adequacy of
pronunciation (hereinafter referred to as “pronun-
ciation”), and adequacy of meaning (hereinafter
referred to as “meaning”). These three dimensions
should also be considered in NE translation evalua-
tion. For example, the NE pair of (Curtiss-Wright,
] % Wr-3E %F) is evaluated high in terms of pro-
nunciation. However, its fluency in Chinese is not
good because it is not an original Chinese word.
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Although several studies have been conducted on
En-Zh MT (Wang et al., 2017; Deng et al., 2018),
NE translation (Chen and Zong, 2011) and translit-
eration (Wan and Verspoor, 1998; Benites et al.,
2020), no research has been conducted so far on
generating and evaluating the translations of brand
new NEs in terms of fluency, pronunciation, and
meaning. The difficulty in considering these three
dimensions makes translating a new NE a challeng-
ing task. In Chinese, there can be several Hanzi
with similar pronunciations or meanings, and they
all can be selected for appropriate NE translation.
For instance, the NE pairs in En-Zh of (Blackstone
Group, 24 5 [4]) and (Blackstone Group, H ft:
1#), where the former represents the literal trans-
lation and the latter represents transliteration, are
both correct, and it is difficult to judge which is
preferable. Thus, it is first necessary to define the
criteria of fluency, pronunciation, and meaning.

Thus, in this paper, we propose a novel task of
generating and evaluating brand new NE transla-
tions for En-Zh. The main contributions are:

e We propose the evaluation criteria for new En-
Zh NE (company name) translations—fluency,
pronunciation, and meaning.

e We create a baseline model for NE transla-
tions and analyze the results.

e We provide and release a novel method of
evaluation dataset ! for En-Zh, focusing on
company names, which includes both real NE
translations and our system output.

2 Related Work

In terms of NE translation (Chen et al., 1998; Wan
and Verspoor, 1998; Oh et al., 2009), because
the two languages use completely different sym-
bolic representations in terms of graphemes and
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Score Fluency Pronunciation Meaning
5 Original AND #splitting= 0  Similar AND #syllables are close Translated AND Shortly
4 Original AND #splitting= 1 - -
3 Original AND #splitting= 2 Similar Translated
2 Original AND #splitting> 3 - -
1 Others Others Others

Table 1: Criteria for human evaluation are fluency, pronunciation, and meaning. With respect to fluency dimension,
Original indicates that there is at least one original Chinese word/phrase in Chinese NE, and #splitting refers to
number of semantic splits. With respect to pronunciation dimension, Similar indicates that pronunciation in En-Zh
is similar, and #syllable represents number of syllables in En-Zh. With respect to meaning dimension, Translated
denotes that all words are translated directly, and short denotes that number of Hanzi is equal to or less than 4.

English Chinese (Pinyin) F P M
FEH Je i

Celanese (Sai La Ni Si) 1 5 1
U0 1

. o<

Altria (Ao Chi Ya) 3 5 1
R

Apple Inc. i Guo Gong Si) >

Table 2: Examples of evaluation data, in which two
annotators evaluated identically. F, P, and M denote
fluency, pronunciation, and meaning, respectively.

phonemes, the English graphemes, phonetically
associated English letters, must be converted into
Hanzi, which represent ideas and meanings. In
terms of literal translation, because Hanzi usually
express certain connotations, choosing the appro-
priate Hanzi should also be considered. In addition,
owing to the lack of apparent semantic content on
location names and people’s names, these words
cannot be expressed in Chinese through words
equivalent in meaning. Further, it is very likely
that the standard translation of these words can-
not be found in existing lexical resources, which
increases the complexity of the task.

A semantic transliteration method (Li et al.,
2007) is proposed for the translation of personal
names from English to Chinese, which considers
the language of origin, gender, and the given or
surname information of the source names. The
approach aims at maintaining the phonetic equiva-
lence as well as optimizing the semantic transfer.

However, as highlighted in the paper, the re-
search is a case study, and the proposed mathe-
matical framework does not extend to the machine
transliteration of NEs.

59

3 Dataset

We construct our evaluation data based on the com-
pany list of the New York Stock Exchange 2, in
which we select the companies that have both En-
glish and Chinese Wikipedia pages as the source
and target NEs, respectively; the titles of Chinese
pages can be requested for by using the Langlinks
API and the English titles. We chose company
names because they reflect the corporations’ char-
acteristics, providing more information for evaluat-
ing fluency, pronunciation, and meaning. Because
we focus on the English to Chinese NE translation,
companies from Greater China are ignored. In all,
338 En-Zh NE pairs were evaluated by two anno-
tators in terms of the three dimensions mentioned
above.

3.1 Annotation

Tables 1 and 2 list the criteria used for human eval-
uation as well as some examples of our evaluation
data. As a global criterion, we ignore certain com-
mon words that do not contribute to the translation
of business names, such as Inc., corporation, and
group.

When evaluating the performance of MT, dif-
ferent types of human judgment including fluency
and adequacy are employed. A quantitative and
qualitative investigation was conducted by (Tu
et al., 2017). They confirmed that the source and
target contexts in neural MT are highly correlated
with translation adequacy and fluency, respectively.
For our study, this finding may indicate that the
more common the translation using existing Chi-
nese expressions, the better is its fluency. As for

https://en.wikipedia.org/wiki/
Category:Companies_listed_on_the_New_
York_Stock_Exchange
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adequacy, the consistency between the source and
target contexts should be prioritized in terms of
both pronunciation and meaning.

Fluency measures whether a translation is fluent,
regardless of the correct meaning, but it takes the
order in the translation highly into account (Snover
et al., 2009). We use a 5-level scale to evaluate
the fluency in Chinese, where two dimensions are
considered. Considering that the original words or
phrases in the target language provide more fluency,
we make one dimension as to whether the original
Chinese words or phrases are included.

Moreover, less semantic splitting provides
greater fluency because the more similar the modi-
fication relationship among Hanzi, the more likely
they are not to be split. Another dimension we con-
sider is the number of semantic splits. In addition,
a missing is considered for the semantic orientation
of subtokens (the result of semantic splitting). If
there is at least one combination between subto-
kens consisting of (positive word, negative word)
or (neutral word, negative word), the fluency score
is decreased by 1 to obtain the final fluency score
(which should be at least 1). For example, “%' /&
138 H1” is one way to translate “Rogers Commu-
nications”, where it will be split three times to give
“% | ¥ | £ | J8I”, which implies that it will
obtain a fluency score of 2. As the subtoken “J&”
is a negative word, whereas others are neutral, the
missing leads to a score of -1 so that the final score
for “ZE I is 1.

Adequacy measures whether the translation con-
veys the correct meaning, even if the translation
is not completely fluent (Snover et al., 2009). In
this study, we use a three-level scale to measure
the translation performance with respect to both
pronunciation and meaning because there is no
necessity to subdivide further. For the meaning
dimension, we consider it being short as a crite-
rion because short meanings are easy to remember,
which is essential for a business name. It should be
noted that the names of people, places, and so on
in the transliteration (pronunciation) should also be
evaluated with a high score in the translation (mean-
ing) because they also contribute to the meaning.

3.2 Agreement

We evaluated the annotations across two annota-
tors using the kappa coefficient (Landis and Koch,
1977). The kappa coefficients of fluency, pronunci-
ation, and meaning are approximately 0.68, 0.62,
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and 0.65, respectively, which indicates that the
inter-rater reliability is substantial.

4 Baseline Model

In the following section, we describe a baseline
model for character-based NE translation. Further-
more, we propose filters to remove noisy samples
from the Wikititles dataset and demonstrate that
the sanitized data could improve the performance
of the model.

4.1 Model

The attention-based encoder—decoder model is a
well-known architecture for MT (Bahdanau et al.,
2015; Vaswani et al., 2017). The model tackles MT
as a sequence-to-sequence problem.

Although the model was first proposed to operate
at the level of words, recent papers have proposed
character-level neural MT models (Lee et al., 2017).
In the present study, we employed Bahdanau et al.
(2015) as our baseline model for English—Chinese
NE translation.

4.2 Experimental Setup

Model The encoder of our model has two layers
with 256 hidden dimensions; therefore, the bidirec-
tional GRU has a dimension of 512 and the decoder
GRU state has a dimension of 256. The input word
embedding and output vector sizes are 256.

For training, we used the Adam (Kingma and
Ba, 2014) optimizer with a learning rate of 0.001,
clipping gradient norm of 1.0, dropout rate of 0.5,
batch size of 512, and early stopping patience of
10. In the evaluation phase, we performed a beam
search with a size of 12. We trained three models
with different seeds and used character-level BLEU
to evaluate the model.

Dataset We train and validate our models on a
subset of the Wikititles dataset from which parallel
entities are removed, and evaluate them on the Wik-
ititles company dataset. In particular, we randomly
split the Wikititles into two parts: 99% for train-
ing and 1% for validation. It should be noted that
the training and validation sets include NEs from
various domains, whereas the test set includes only
company names.

Further, we trained and evaluated our models on
sanitized data, that is, data from which the sam-
ples satisfying any of the following four conditions
were removed: 1) English and Chinese names are
identical, 2) Chinese name does not contain Hanzi,



Split Examples Char (En) Char (Zh) English  System B F P M
Train 827,604 38.8 13.2 Zoetis  EHF#HT 000 1 5 1
Validation 8,357 38.9 13.2 Wipro Y% 5081 1 5 5
Sanitized Data

; Table 5: Translation examples generated by the “sani-
Tra?n ) 690,613 372 10.9 tized” model. B, F, P, and M denote BLEU, fluency,
Validation 6,975 37.5 1.0 pronunciation, and meaning, respectively.
Test | 338 32.7 10.7

Table 3: Statistics of dataset used to train MT models.
Char (En) and Char (Zh) denote the average number
of characters in the English and Chinese words for the
entities, respectively.

Validation Test
Model BLEU BLEU chrF
Vanilla 48.59  8.07£0.36 15.84
Sanitized 49.03 18.37+1.82 21.16

Table 4: Named entity translation performance of base-
line models. Character-level BLEU and chrF scores are
reported. “Vanilla”/*Sanitized” denotes model trained
on original/sanitized training data.

3) English name contains Hanzi, and 4) English or
Chinese name is longer than 50 or 20 characters,
respectively.

Table 3 presents the statistics of the resulting
training and validation data. All entities in both En-
glish and Chinese are split into characters, and the
space is replaced with a special token (in our case,
<s>). The vocabularies are built with all words
from the original/sanitized training data, yielding
1,063/353 characters in English and 9,598/8,852 in
Chinese.

4.3 Results and Analysis

General performance Table 4 presents the
corpus-level BLEU-4 and chrF-4 scores (Popovi¢,
2015) for each model on the English to Chinese
translation. We trained three models with random
initial states and used their average BLEU scores
with error range to represent the final BLEU score
on the test set. It can be observed that our baseline
system achieved a reasonable performance (~50
BLEU) on the validation set but failed to translate
most entities in the test set (<20 BLEU).

The poor performance of our model is attributed
to the fact that the Wikititles dataset contains highly
diverse data, whereas the test set includes only
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Figure 1: Correlation between BLEU score and human
evaluation scores. Darkness of point denotes the level
of overlap.

company names. Therefore, it is difficult to train an
NE translation model and generate new company
names.

Another potential reason is that the Wikititles
dataset contains noisy data. The results obtained
for models trained on sanitized data (“Sanitized” in
Table 4) support these ideas and reflect a substantial
improvement (4-10.30 BLEU) obtained using four
simple rule-based filters.

Human evaluation Further, we manually anno-
tated 338 outputs of the model trained with sani-
tized data using the criteria introduced in Sec. 3.1.
Figure 1 depicts the correlation between the
BLEU score and human evaluation scores, where
we use the sentence-level BLEU-4 score (Papineni
et al., 2002) as the BLEU score for each translation
item. We set F' + max(P, M) as the human evalu-
ation scores, where F, P, and M represent fluency,
pronunciation, and meaning, respectively. Here,
considering that certain NEs are translated using
hybrid methods, max(P, M) is used to balance the
weights from transliteration and literal translation.
The Pearson correlation coefficient is also calcu-
lated, as approximately 0.12. Both Figure 1 and the
Pearson correlation coefficient indicate that there
is nearly no correlation between these two scores.



The reason for the low correlation is that most
of the translation obtains a BLEU score of 0.0 but
different human evaluation scores. In the present
test set, certain NE translations are not similar to
the references but could be evaluated by humans
as being effective. Similarity with references does
not represent the quality of the NE translation.

Table 5 presents translation examples generated
by the model trained on the sanitized data. The
reference NE of “Zoetis” is “Hil f&”, where our
model transliterates it and makes a high P score. It
obtains a low F score because there is no original
Zh word. For the NE “Wipro”, our model translated
it with a homophone, where the reference NE is
“B % %'; as a transliteration of people’s names, it
obtained high P and M scores.

5 Conclusion

This paper describes a new method for NE trans-
lation from English to Chinese. For this purpose,
we presented human evaluation criteria for busi-
ness names and build a test set. Further, we found
that the correlation between the BLEU score and
human evaluation scores is weak. The reason is
that while the human evaluation scores represent
the quality of the NE translation, BLEU represents
the similarity between the reference NEs and the
outputs from the model. Thus, we conclude that,
for evaluating NE translations, reference-less meth-
ods should be more effective than reference-based
methods.
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