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Abstract

This paper describes the ADAPT Centre sub-
missions to WAT 2020 for the English-to-Odia
translation task. We present the approaches
that we followed to try to build competitive
machine translation (MT) systems for English-
to-Odia. Our approaches include monolin-
gual data selection for creating synthetic data
and identifying optimal sets of hyperparam-
eters for Transformer in a low-resource sce-
nario. Our best MT system produces 4.96
BLEU points on the evaluation test set in the
English-to-Odia translation task.

1 Introduction

The ADAPT Centre participated in the English-to-
Odia shared task at the 7th Workshop on Asian
translation (WAT 2020) (Nakazawa et al., 2020).!
This paper presents the approaches we adopted in
order to try to build competitive MT systems for
this translation task. We also discuss methods that
did not work for us. Our NMT systems are state-of-
the-art Transformer models (Vaswani et al., 2017).
This paper is organized as follows. Section 2
presents our approaches. We describe the resources
we utilized for training in Section 3. Section 4
presents the results obtained, and Section 5 con-
cludes our work with avenues for future work.

2 Our Approaches

2.1 Data Augmentation

Neural MT (NMT) (Vaswani et al., 2017) has made
considerable progress in recent years, outperform-
ing the previous state-of-the-art statistical MT in
many translation tasks, particularly when there are
large volumes of parallel corpora available. Build-
ing NMT systems for under-resourced languages

'nttp://lotus.kuee.kyoto-u.ac. jp/WAT/
WAT2020/index.html

still poses a challenge despite recent successes
(Nakazawa et al., 2019).

As for the task in which we are participating
(English-to-Odia), the parallel data that the task
organisers provided is relatively small. The organ-
isers also provided us with monolingual data. We
made use of monolingual data in training in order to
improve our baseline models. The use of synthetic
data to improve NMT systems is a well-accepted
and popular method, especially in low-resource sce-
narios (Sennrich et al., 2016a). We did not blindly
use all sentences of the monolingual data; instead,
we select those sentences that are similar in terms
of style and domain to the sentences of the parallel
data. In order to select the sentences which are
similar to those of the parallel data, we use perplex-
ity scores of the monolingual sentences according
to the in-domain language model (Axelrod et al.,
2011; Toral, 2013; Haque et al., 2020; Nayak et al.,
2020; Parthasarathy et al., 2020). The selected
monolingual sentences are then back-translated to
form synthetic training data.

2.2 Hyperparameters Search

We conducted a series of experiments to find the
best hyperparameters for Transformer as far as low-
resource translation is concerned. For our exper-
iments we primarily used those hyperparameters
that are commonly used for low-resource scenar-
ios (Sennrich and Zhang, 2019). Additionally, we
varied a handful of parameters to see how the MT
systems would perform, e.g. encoder and decoder
layer sizes. We applied Byte-Pair Encoding (BPE)
word segmentation (Sennrich et al., 2016b) both
individually and jointly to the source and target
language corpora. Since BPE when applied in-
dividually worked better for us, we stick to this
setup for our system building. We found that the
following hyperparameters provided us with the
best result in this low-resource scenario: (i) the
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Sentences Words
English Odia
Training 69,370 | 1,340,137 | 1,164,441
Development 13,544 158,166 140,554
Test 14,344 186,164 164,670

Table 1: Statistics of the training, development and test
sets.

Monolingual-Corpus | Sentences Words
OpusNIp 30k 1,003,211
OSCAR 284K | 14,938,567
Al4Bharat-IndicNLP 3.5M | 53,694,876

Table 2: Statistics of the monolingual corpora.

number of BPE merge operations: 32,000 (ii) the
sizes of the encoder and decoder layers: 4 and 6,
respectively, and (iii) the learning-rate: 0.02.

3 Data Used

We made use of both the parallel and monolingual
data that were provided by the WAT 2020 task
organisers.” Additionally, we used external mono-
lingual data for system building. The statistics of
the parallel and monolingual corpora (OpusNIp,’
OSCAR* and AI4Bharat-IndicNLP)> are shown in
Tables 1 and 2, respectively. In order to remove
noisy sentences from the corpus, we used a lan-
guage identifier CLD2° with a confidence of 95.

4 Results and Discussion

We used the state-of-the-art Transformer model
in order to prepare our MT systems. For system
building, we used the OpenNMT toolkit (Klein
et al., 2017). In order to evaluate our MT systems,
we used the widely-used evaluation metric, BLEU
(Papineni et al., 2002).

4.1 The Baseline MT System

We made use of the parallel corpus in order to build
our baseline NMT system. The original parallel
data includes many duplicate entries. There were

https://github.com/shantipriyap/
Odia-NLP-Resource-Catalog
Shttps://object .pouta.csc.fi/
OPUS-Ubuntu/v14.10/moses
*nttps://oscar—corpus.com/
*https://github.com/
aidbharat-indicnlp/indicnlp_corpus
Shttps://github.com/CLD20Owners/cld2

also many overlapping entries in the training, de-
velopment and test sets. The duplicate entries from
the training set were removed accordingly. Then
we built an MT system on deduplicated training
data. From now on, we call this MT system Base.
We obtained the BLEU score to evaluate Base on
the test set and report the score in Table 4. Note
that we built all our MT systems following the best
hyperparameters setup described in Section 2.2.

BLEU
Base 6.11
Base + IM 5.03

Table 3: The BLEU scores of the Odia-to-English MT
systems.

BLEU
Base 4.96
Base + IM 3.53

Table 4: The BLEU scores of the English-to-Odia MT
systems.

4.2 Using Monolingual Data

As mentioned above, since the parallel corpus is
small in size, we made use of monolingual data to
improve Base following the method presented in
Section 2.1. For this, we built an Odia-to-English
MT system and used it to translate our Odia mono-
lingual sentences. The BLEU score of the Odia-to-
English MT system (cf. Base) is shown in Table
3.

The quality of synthetic parallel data is crucial
for training or fine-tuning an NMT system. As can
be seen from Table 3, since our Odia-to-English
baseline MT system (i.e. Base) is also not good in
quality, we tried to improve it so that we can have
a better quality synthetic parallel corpus. There-
fore, in addition to the parallel corpus, we used a
synthetic corpus of one million sentence-pairs for
training. However, we can see from Table 3 that
using synthetic data causes to deteriorate the Odia-
to-English MT system’s performance. As a result,
we used our best Odia-to-English MT system, Base,
for translating the Odia monolingual sentences.

The score of the English-to-Odia MT system
built on training data composed of the authentic
and synthetic parallel data is shown in Table 4. We
see that adding synthetic data (one million sentence-
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pairs) to the original parallel data does not help in
this case either.

5 Conclusions

This paper presents the ADAPT Centre system de-
scription for the WAT 2020 English-to-Odia trans-
lation shared task. Our best MT model, a Trans-
former model prepared using an optimal set of hy-
perparameters, obtain 4.96 BLEU points on the
evaluation test set. We selected those monolingual
sentences from a large monolingual data that are
similar in terms of style and domain to the sen-
tences of the parallel corpus. We then created a
synthetic parallel corpus by translating the selected
Odia monolingual sentences to English. We fine-
tuned our baseline MT system on the training data
that combines of the synthetic and original parallel
corpora. This strategy did not work for us since
using synthetic data causes to deteriorate the per-
formance of the English-to-Odia MT system.

As for future work, we aim to explore transfer
learning and using data of other related languages
in order to improve translation of the English-to-
Odia MT system.
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