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Abstract

Since the advent of Neural Machine Translation (NMT) approaches there has been a tremendous
improvement in the quality of automatic translation. However, NMT output still lacks accuracy
in some low-resource languages and sometimes makes major errors that need extensive post-
editing. This is particularly noticeable with texts that do not follow common lexico-grammatical
standards, such as user generated content (UGC). In this paper we investigate the challenges
involved in translating book reviews from Arabic into English, with particular focus on the
errors that lead to incorrect translation of sentiment polarity. Our study points to the special
characteristics of Arabic UGC, examines the sentiment transfer errors made by Google Translate
of Arabic UGC to English, analyzes why the problem occurs, and proposes an error typology
specific of the translation of Arabic UGC. Our analysis shows that the output of online translation
tools of Arabic UGC can either fail to transfer the sentiment at all by producing a neutral target
text, or completely flips the sentiment polarity of the target word or phrase and hence delivers
a wrong affect message. We address this problem by fine-tuning an NMT model with respect
to sentiment polarity showing that this approach can significantly help with correcting sentiment
errors detected in the online translation of Arabic UGC.

1 Introduction

Translation of user generated content (UGC) such as user reviews is becoming common on multilingual
websites which sell products and services such as amazon.com or booking.com. In this context,
sentiment preservation in automatic machine translation (these days usually neural machine translation
(NMT) output) is of great importance because many decisions about purchasing a product or service are
based on the comments made by others. There have been different studies which explored the transfer
of sentiment in MT, but most of these studies assess how far automatic sentiment classification systems
can capture sentiment information from the translations (Afli et al., 2017; |Araujo et al., 2016; |Shalunts
et al., 2016). The objective of most research in this area is from a sentiment classification perspective
rather than a translation accuracy perspective. Hence, it measures how far automatic translation of a
language into English can help with the sentiment classification of that language by applying the available
English sentiment resources on the target text (Demirtas and Pechenizkiy, 2013; |Barhoumi et al., 2018;
Mohammad et al., 2016; |Abdalla and Hirst, 2017).

This study is concerned with NMT accuracy of sentiment transfer at the word/phrase level and shows
that inaccurate translation can transfer a completely opposite affect message. Moreover, the translation
of UGC such as product reviews constitutes a significant challenge for NMT online tools in general and
for Arabic UGC in particular. The reason is that Arabic UGC is usually a mix of Dialectical Arabic (DA)
and Modern Standard Arabic (MSA) which differ significantly on the lexico-grammatical level. The
same word or phrase can have opposite sentiment polarities in the two versions of the Arabic language,
which often leads to a mistranslation of the sentiment message. If the NMT engine is robust enough to
handle this type of code-switching, it can become more reliable not only in downstream NLP tasks such
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as cross-lingual information retrieval, but also in real-life scenarios when Internet users resort to online
translation tools to check the reviews of a particular product of interest. In this study, we assess the
degree to which the NMT online tools transfer sentiment accurately at the word/phrase level and suggest
methods for improving the accuracy of the translation of sentiment in Arabic UGC. We aim to answer
the following questions:

1. What type of errors in the output of NMT of Arabic UGC cause problems in sentiment preservation?

2. How can a sentiment sensitive input for an NMT model help with a more accurate sentiment polarity
transfer of Arabic UGC?

3. How can sentiment preservation in the target language be measured and whether the BLEU score is
the most appropriate metric for evaluating translation of sentiment?

To answer the above research questions, this paper is divided as follows: section 2 presents related
work on sentiment transfer in MT. Section 3 analyzes sentiment translation errors of NMT online tools
of Arabic reviews and provides a qualitative typology of most frequent error types. In section 4, we
present different methodological approaches for correcting the NMT online sentiment transfer errors.
Section 5 provides task-specific evaluation metrics for assessing the sentiment accuracy improvement by
the proposed methods. Section 6 presents a conclusion on the different experiments as well as limitations
of the present study.

2 Related Work

Research on the translation of sentiment in MT has focused on the idea that despite significant errors
in sentiment transfer, automatic sentiment classification systems are still able to capture sentiment
information from the translations (Demirtas and Pechenizkiy, 2013}; |Shalunts et al., 2016} IMohammad
et al., 2016} Barhoumi et al., 2018). Salameh et al. (2015) showed that although certain attributes of
automatically translated text ‘may mislead humans’ with regards to the true sentiment of the source
text, they do not seem to affect the automatic sentiment analysis systems (Salameh et al., 2015). The
rationale behind these studies is that if we have a good machine translation model, it will eliminate the
necessity to develop sentiment analysis resources specific of the source language (Afli et al., 2017). Given
the proliferation of English sentiment analysis tools, we can always make use of them by conducting
sentiment analysis on the English translation of the source text, even if the translation is not of high
quality (Abdalla and Hirst, 2017; |Araujo et al., 2016). Studies also show that developed MT models,
as well as online translation tools such as Google Translate and Microsoft Translate, can be relied upon
to perform sentiment classification of the target text despite any accuracy errors (Shalunts et al., 2016)).
This is because sentiment classification systems can learn an appropriate model even from mistranslated
text — especially when automatic translation makes consistent errors (Salameh et al., 2015)). Moreover,
statistically, studies of sentiment translation have shown that automatic translation leads to only about
60% match with manually annotated sentiment labels. Yet, automatic sentiment classifiers can still
perform well despite these errors which can markedly impact human perception of sentiment in the
source tweet/review (Salameh et al., 2015; Mohammad et al., 2016).

Recently, MT studies started to tackle how sentiment can be preserved in the translation of UGC from
a translation accuracy perspective. Bérard et al. (2019) show that back translation of restaurant reviews
can provide significant improvement over existing online systems particularly in preserving sentiment of
translated UGC. They translate a large corpus of reviews from the target language into English and then
use it in model training. They use domain tags at the training stage to distinguish user-generated source
text. Their results prove that both synthetic data and domain tags can achieve good results in preserving
the affect polarity on the sentence level. While their model is promising, they still point to serious errors
in the translation of UGC such as missing negations, hallucinations, unrecognized named entities and
insensitivity to context. They suggest that this task is far from solved (Bérard et al., 2019).

Lohar et al. (2018)) makes an attempt to improve the sentiment transfer of translated tweets. They
show that freely available translation tools often cause the sentiment encoded in the original tweet to
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be altered. As a consequence, they build separate negative, neutral and positive sentiment SMT models
to improve sentiment preservation in the target language. They show that a translation model specific
of each sentiment pole provides much better results over a single baseline model trained on the whole
twitter data, regardless of the sentiment class. They attempt to strike a balance between improving
sentiment transfer and preserving translation accuracy as measured by evaluative metrics such as BLEU
and METEOR (Lohar et al., 2018])). A similar technique is used by Si et al. (2019) as they build a valence
sensitive NMT model for the translation of ambiguous words that can have different polarities in different
contexts. Each input sentence is annotated with a positive or negative label to indicate its polarity. They
show that adding this tag to the source sentence at the training time and creating dual polarity embedding
vectors for ambiguous words can improve sentiment transfer at the word level (Si et al., 2019).

There has also been some research on finding alternative means for assessing the transfer of sentiment
in MT other than the typical accuracy metrics. Bérard et al. (2019) show that automatic evaluation
metrics such as BLEU and METEOR tend to neglect sentiment discrepancies between source and target
output. They suggest assessing the accuracy of sentiment preservation by targeted metrics that measure
how well polysemous words are translated, or how well sentiments expressed in the original text can be
recovered from its translation (Bérard et al., 2019)). To assess sentiment preservation in MT, Lohar et al.
(2017) use a sentiment lexicon-based measure in combination with regular evaluation metrics such as
the BLEU score. Several studies also resort to human evaluation to measure how far a model improves
sentiment transfer at the word/phrase level (Si et al., 2019; Mohammad et al., 2016)).

In this study, we evaluate the preservation of sentiment in translation not as a sentiment classification
task, but from a translation accuracy perspective. We show that translation inaccuracies at the
word/phrase level can seriously impact the transfer of sentiment in Arabic UGC, which can lead to
problems for users of the MT tools in real-life situations. Several commercial global platforms rely on
publicly available MT engines to translate product reviews into the customers own language to facilitate
communication between partners and customer Inaccurate translation of reviewers’ sentiment would
defeat the purpose of using such tools. Moreover, in commercial situations, companies may want to
find out what their users think of particular products so the accuracy of each translation review counts.
Broadly speaking, online tools such as Google Translate, are commonly utilized as an off-the-shelf
solution for the translation of UGC in Arabic as well as in other languages. Error-analysis of sentiment
translation by online tools, however, has proved that the true sentiment of Arabic reviews can be either
missed or flipped to its exact opposite pole.

3 Error Analysis

In order to measure how accurately NMT online tools transfer sentiment of Arabic UGC, we chose a
dataset of book reviews scraped from Goodreadsﬂ (Aly and Atiya, 2013). Each review has a rating
between 1-5 assigned by its author. The language of the reviews is a mix of MSA and DA, with the
largest majority of DA reviews in the Egyptian dialect. Reviews in the dataset are of varying lengths, but
a large number of them have over than 100 tokens. Long reviews were split to a maximum of 20 tokens
per review. After splitting, the data amounted to about 230,000 sentences. This dataset was translated
into English using the Google Translate API and was analysed using both manual and automatic error
analysis, focusing on mistranslation of sentiment. Automatic sentiment analysis tools were utilized to
detect sentiment errors in the dataset and subsequently select a sample for manual error analysis.

Since the main objective is to assess the accuracy of sentiment translation at the word level, we used
an automated lexicon-based sentiment measure on the Google Translate output. We applied the cloud-
based Microsoft Azure Text Analytics tools for sentiment analysis EI on around 13,000 target sentences.
The Azure’s Sentiment Analysis API generates sentiment scores using classification features such as
n-gram sentiment scores, part-of-speech tags and word embeddings. It evaluates text and returns a label
(positive, neutral, negative) for each sentence as well as numeric confidence scores that range from 0 to 1

'For example, Booking.com uses Google API to translate reviews on hotels for customers on the fly.
Zhttps://www.goodreads.com
*Microsoft Azure Text Analytics
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for each sentiment category. Scores closer to 1 indicate a higher confidence in the label’s classification,
while lower scores indicate lower confidence. For each sentence, the predicted scores associated with
the labels (positive, negative and neutral) add up to 1. Following traditional methods in sentiment
classification (Pang et al., 2002)), we used the rating of the book review as indicative of its sentiment
polarity and compared it to the confidence scores generated by the Azure Sentiment Analysis APL
Accordingly, reviews were categorized based on discrepancies between the ratings and the confidence
scores. A positive review that had a rating of 4 or above and an English negative sentiment score of 0.5
and above was extracted as an example of potential wrong negative polarity in the target text. Similarly,
reviews with negative ratings of 2 and below and a positive English sentiment score of 0.5 and above were
extracted as instances of potential wrong positive polarity in the target text. This amounted to a total of
around 4,000 potentially negative sentiment errors and around 2,000 of potentially positive sentiment
erTors.

A sample of reviews of 1000 parallel sentences from the dataset that had discrepancies between the
automatic sentiment score and the review rating were manually analyzed to detect reasons for these
discrepancies. By analyzing the causes of mistranslation of sentiment in this sample, the mistakes were
categorized into a five group typology. The typology of sentiment translation errors are summarized in
the following sections. One or two examples for each type of errors will be mentioned in the following
sections. The table in appendix [A] gives more examples of each type.

3.1 Contronyms

Manual analysis of the data revealed that the first type of errors which distorts the reviewer’s affect
message is mistranslations of contronyms. These are words used both in DA and MSA which can have
the exact opposite sentiment polarity in each of the two language varieties or in the same variety but
in different contexts. For example, the word ‘4., means ‘terrible’ in MSA, but in DA it often means
‘great’. This word was frequently mistranslated as ‘terrible’ in the reviews dataset, causing a distortion
of the sentiment of the source text. For example, the review ‘ Y1 s:d| a>oll Lue aun, 4y M7 is

translated as “The narration is terrible, its only flaw is the last part”. The correct translation, however, is
‘The novel is great, its only flaw is the last part’. Even when the infrequent positive use of the contronym
is used in Arabic MSA context it is flipped to a negative pole in the translation. For example, in the

review ‘LB\ aa ) 4 ode JB &7 (then he said this magnificent word: Read) the word ‘aus,’ is

used positively to mean ‘great’ or ‘magnificent’. The automatic translation, however, flips it to the more
common negative sense by translating the review as ‘then he said this terrible word: Read’. Similarly,
the negation of these contronyms is often mistranslated and hence alters the sentiment message of the
source text. For example, the low-rated review ° CJa.aJ‘ e S <t g?::\’ (the writer’s literature is not

that great) has the negated contronym ° C.\a.a.l\ > which can either mean ‘not terrible’ or ‘not great’ in

MSA and DA respectively. The review was mistranslated as ‘the writer’s literature is not terrible’ which
had a positive sentiment score whereas the original review had a low rating.
Another example is the word ‘ Jsl>’. In DA, it means ‘great’ or ‘awesome,” whilst in MSA it refers to

its literal meaning, i.e. ‘rigid’. Reviews stating * lue sele LS (a very good book) were constantly

mistranslated as ‘a very rigid book’ which incorrectly reflected a negative sentiment score. A list of
contronyms that caused sentiment inconsistencies between source and target text was identified by the
manual analysis of the sample dataset and extracted from the larger dataset of the Goodreads reviews
(see appendix [A] for more examples of this type of error).

3.2 Diacritic Errors

The vowels in the Arabic language are realized by diacritics which indicate the pronunciation of the
word. The same word can have different meanings based on the diacritic marks assigned, since a change
in a diacritic is a change of a vowel sound. Arabic UGC is usually lacking diacritics since Arabic native
speakers can easily guess which diacritic mark is intended based on the context of the word. Automatic
translation, however, often fails to realize the different meanings of words if diacritics are missing and
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this can lead to a wrong sentiment polarity. For example, ‘q;‘j L Jl'a‘ o (One of the nicest things

I’ve read) is translated as ‘The envelope of what I read’. This is because the word ‘3 J.M’ can either mean

‘the nicest’ or ‘most entertaining’ if it has a ‘fatha’ (a short /a/) on the third letter or ‘envelopes’ if it has
‘Damma’ (a short /u/ as in ““you”) on the same letter. Moreover, absence of diacritics causes a confusion
between the transitive and intransitive use of sentiment adjectives. For example, the adjective ‘4=’ can

either mean ‘tired’ if the diacritic ‘fatha’ (a short /a/) is on the third letter or it can mean ‘tiring’ if the
diacritic ‘kasrah’ (short /i/) is on the same letter. Thus, for example, a book review with a positive rating
starting with ‘& ‘j JJ‘ oda 4=l is mistranslated as ‘Tired of this narration’. The correct translation of
the adjective is ‘This novel is tiring’ where the reviewer is referring to the intellectual depth of the novel.

Diacritic errors as such cause a misinterpretation of reviewer’s sentiment stance. More examples are
given in Appendix

3.3 Idiomatic Expressions

Idiomatic expressions both in MSA and DA are consistently mistranslated in the dataset which leads to
a complete miss of the sentiment message in the review. For example, the MSA phrase ‘J.\'aJ\ 2=’
is an idiom used to describe a ‘funny’ animate or inanimate noun. The idiom in the positive review
¢ JJ&J\ a2 LS (a funny book) is mistranslated as ‘a light-shaded book’. The target text incorrectly

reflects a neutral sentiment rather than the correct positive one. This idiom’s counterpart in DA
‘Caas a0’ (funny) is also constantly mistranslated in the dataset. The review ‘las aas s LS

( the book is very funny) is mistranslated as ‘his blood book is very light’. The manual analysis of
the dataset set showed that, generally speaking, idioms, either in MSA or DA, constituted a challenge
to the online automatic translation tool. A large number of idioms were literally translated which did
not only affect the sentiment preservation of the source text, but often produced nonsensical target
text. For example, the MSA phrase * Joj-” 2%, g’ is an idiom used to describe something that is
unquestionably commended by the speaker. If the idiom is used in reference to a book, a good human
translation would be: ‘It really shines through’. The Google Translate gives a literal translation —  Is the
moon hidden?’— which flips the sentiment polarity of the review from highly positive to neutral. (See
Appendix |A| for more examples).

3.4 Dialectical Expressions

Research studies have shown that dialectical Arabic presents several challenges to MT in general (Zbib et
al., 2012). It was also observed from the manual analysis of the sample data that dialectical expressions
constituted a special challenge for the preservation of sentiment in the source text. Arabic UGC is
acceptably written in DA or MSA or a mix of both in the same text. A large number of DA sentiment
expressions were either completely missed in the translation or mistranslated. For example, positive
adjectives such as ‘ L L’ (great), or negative adjectives such as ‘laws’ (silly) were mostly mistaken for

proper nouns and transliterated into non-English words (Hayel, Abit). In some instances, the translation
was a complete opposite of the intended affect message (e.g. ‘oj:l';;:l\ aacal JA.J-\ oo (one of the

widespread silly sentences) was translated as ‘one of the popular sentences spread ’ (see more example
in Appendix [A).

3.5 Negation

Another type of sentiment errors that is also associated with the use of DA in Arabic UGC is the
mistranslation of DA negation markers. Different Arabic dialects often treat negative particles as clitics,
and hence a letter is added to the stem of the word to change it to negative (Mohamed et al., 2012).
The majority of DA in the dataset belongs to the Egyptian dialect where negation is realized by the
morpheme ‘ui_a’ (mish) which is either placed in front of the verb or preposition, or wrapped around

it (Soltan, 2017)). From the analysis, it was found out that the translation frequently either misses the
negation and hence flips the phrase to the opposite sentiment pole or mistranslates the negated phrase all
together. For example, in the review ‘arasidl Cams 4l I Moy ol iuimas’ (I didn’t like that the
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Figure 1: Frequency of Error Types

protagonist of the novel has a weak character) the negation is missed and hence the online translation
output is ‘I admire that the protagonist of the novel is weak in character’. There are several similar
instances where the mistranslations of the DA negative structure switches the sentiment to its opposite
pole (see more examples in appendix [A).

4 Notes on Error Typology

In order to get an indication of the frequency of each type of errors in the whole dataset, words/phrases
belonging to each group were extracted based on their frequency in the corpus then the frequency of their
mistranslation in the dataset was manually calculated. Figure[I|shows the frequency of the mistranslation
instances in the total reviews dataset of the extracted words as representative of each type of errors.
As can be seen almost all the instances of the most frequent idiomatic and dialectical expressions are
mistranslated. Moreover, around 65% of the time the positive meaning of contronyms was flipped to
negative. Consequently, there were sentimentally incongruous terms where a positive noun was described
with a highly improbable negative adjective (e.g. horrible achievement, terrible masterpiece, terrible
happiness, and so on).

Our error typology showed that more than one type of errors is due to code-switching between DA and
MSA in Arabic UGC. There have been several approaches to tackle the challenges of translating Arabic
DA such as paraphrasing source text in MSA before translation (Salloum and Habash, 2013). Other
studies have also proved that concatenating small amount of Arabic dialectical data can significantly
improve the translation quality (Zbib et al., 2012). However, our error analysis has shown that even
in MSA context the sentiment of words/phrases can be mistranslated. Pivoting on MSA can solve
straightforward problems such as dialectical phrases and dialectical idioms. However, preserving the
sentiment of the source text would require addressing the polarity of words with opposite meanings
such as contronyms. Since it is beyond the scope of this paper to tackle all the error types, an attempt
was made to address the problem of contronyms in Arabic UGC. In this paper we propose a sentiment-
sensitive NMT model that is robust to the opposite sentiment polarities of Arabic contronyms either
due to code-switching between DA and MSA or to contextual variations in Arabic UGC. Details of the
experiment are explained in the following sections.

S Sentiment Oriented NMT System

In order to improve the translation of contronyms in Arabic UGC, we propose two transformer (NMT)
models infused with sentiment information at the encoding stage. We show that training on a sentiment
oriented small-sized data can provide high performance results in preserving the sentiment of challenging
contronyms in Arabic UGC. Details of data preprocessing and model architectures are explained in the
following sections.
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5.1 Parallel Data Preparation and Preprocessing

It is worth mentioning here that the available authentic parallel English/Arabic data is mostly English
to Arabic data (e.g. UN parallel corpora, TEDx scripts, and Tatoeba project (Alotaibi, 2017; |Ho
and Simon, 2016)). The greatest part of this data is in Arabic MSA and is not sentiment-oriented.
Authentic Arabic(DA)-English parallel data in general and authentic Arabic(UGC)-English parallel data
in particular is very scarce. Recently, the use of synthetic corpora in NMT led to promising results
especially when authentic parallel data is scarce (Chinea-Rios et al., 2017;/Cheng et al., 2020). Moreover,
infusing contextual cues in the input layer has proved successful in improving the robustness of the NMT
models for different translation tasks even with relatively small-sized datasets (Johnson et al., 2017;
Pal et al., 2014; |Si et al., 2019). Accordingly, in order to identify the correct sentiment polarity of
contronyms in Arabic UGC, we opted for using the synthetic parallel data of the Goodreads reviews
dataset (= 230,000 sentences) for model training but with three main modifications. First, all the
mistranslation instances of the chosen list of contronyms were manually post-edited (see appendix [C| for
a list of most frequent contronyms used in the dataset). Second, the Arabic script underwent a number of
preprocessing operations such as the normalization of orthographic letter forms, deletion of elongation
and extra spaces. This has significantly reduced the number of out-of-vocabulary words. Third, we
manually tagged all the contronyms in the source text with the right sentiment polarity according to its
context. We experimented with both the tagged and the untagged post-edited source text. Details of the
model architectures are in the following section.

5.2 NMT System Setup

In order to explore how we can improve the translation quality, we constructed three NMT models.
The first is a baseline model that takes an untagged post-edited source text as input. The baseline is
a seq2seq model with an LSTM of 200 hidden states for the encoder and decoder models trained with
global attention. The other two models are sentiment sensitive models that take a tagged source text as
input. For the two sentiment sensitive models, we mimicked the Google Translate setup (Vaswani et al.,
2017) by using a transformer for both the encoding and decoding layers with 8 heads of self-attention
and with an inner feed-forward layer of size 2048, but reduced the number of training steps from 200k to
100k. We used the Adam optimizer with 31 = 0.9, 32 = 0.98 and € = 10 and the Google set up special
learning rate as described by Vaswani et al. (2017). The first of the two sentiment sensitive models was
initialized with random input vectors. For the second model, we created a vector space model (VSM) of
the tagged source dataset where each contronym was given two distinct vectors according to its tagged
sentiment polarity. A bag of words Word2Vec model was used to create the pretrained vectors of the
source text (Rehﬁfek and Sojka, 2010). It was trained with a hierarchical softmax and a window size of
5 tokens. The pretrained word embeddings were used to initialize the second transformer model with the
same parameters used for the first. All experiments were run using OpenNMT (Klein et al., 2017).

5.3 Evaluation results

The evaluation of the proposed models was conducted on two test sets. The first was a held-out set
from the Goodreads reviews (= 47,000 parallel sentences). The second was a hand-crafted test set of
140 sentences where we used the list of extracted contronyms with their positive and negative sentiment
connotations in an equal number of sentences and code-switched between Arabic (MSA) and Arabic
(DA) either in the same sentence or among different sentences. A reference translation was created
by manually translating the hand-crafted set by a native speaker. In order to adequately evaluate the
performance of the models in preserving the polarity of contronyms in the source text, we conducted two
types of sentiment evaluations, at the word level and at the sentence level on the held-out test set and
the hand-crafted test set respectively. We compared the quality measures on both the sentence and word
levels of the proposed models with the Google Translate output for the test set and the hand-crafted test
set. The BLEU score was also used as a metric to assess how far the quality of the translation is balanced
with the preservation of sentiment by our proposed models. Details of the experiment evaluations are
explained in the next sections.
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Sentence Level Word Level BLEU
Hand-Crafted Set Test Set Test Set | Hand-Crafted Set
Model Positive | Negative | Precision | Recall | F1 Positive | Negative
Seq2seq (no tagging) 24 44 0.60 0.52 0.55 | 33.9 31.48 36.94
Transformer 1 (tagging) 14 21 0.74 0.65 0.69 | 38.77 37.56 44.83
Transformer 2 (tagging and pre-trained) | .06 .14 0.85 0.79 0.81 | 37.14 38.82 42.06
Google Translate 71 15 0.80 .06 12

Table 1: Results of Three Evaluation Metrics for Assessing Sentiment Preservation in Translation

5.3.1 Quality level

The first evaluation metric conducted on the two datasets was based on the BLEU score. We used the
metric-internal multi-detokenized BLEU (Sennrich et al., 2015). The BLEU score was used to check
that the quality of the translation is not distorted while fine-tuning the models for sentiment preservation.
Results in table|1|show that both transformer models with tagged source text outperform the baseline on
the two datasets. The first transformer model with tagged input, but without pretrained vectors, achieves
the highest BLEU score on the test set and the negative hand-crafted test set with scores 38.77 and 44.83
respectively. The second transformer model trained on tagged source and pre-trained sentiment-oriented
vectors achieves the best BLEU score on the positive hand-crafted test set (38.77). Results indicate
that the overall translation quality as measured by BLEU has not been impaired with the sentiment-
preservation approaches of the proposed transformer models.

5.3.2 Word-level Sentiment Evaluation

The BLEU score can reflect the translation quality of the NMT output, but for the present study it would
not be appropriate to capture how the opposite sentiments of contronyms are correctly translated. This is
because the BLEU score does not give a penalty to a mistranslated sentiment lexicon that is adequately
proportional to the distortion of the sentiment message. The translation of the right sentiment polarity
of a contronym can be pivotal in transferring the affect message of the source text. For example, the

3 ’

positive use of the contronym ‘awa,” in the low-rated book review ‘aus, asli! ax’ o (not a

great creative masterpiece) is mistranslated as ‘not a terrible creative masterpiece’ by the baseline model.
The mistranslation of the contronym completely distorts the sentiment message of the review, however,
the BLEU score for this mistranslation is around 76.

Accordingly, we measured the precision, recall and F1 score of the different models to assess their
ability to correctly predict the true positive and true negative polarity of the contronyms in the test dataset.
Table [1l shows that the baseline model was not able to detect the correct sentiment orientation of a
contronym with high accuracy, as compared to the two transformer models, despite the post-editing of
the training dataset. Feeding in correct instances was not sufficient to improve the sentiment preservation
of Arabic contronyms. Infusing linguistic information at the training stage, however, improved sentiment
accuracy. Moreover, the low F1 score of the Google Translate (.12) was due to the fact that it was
able to translate correctly instances of contronyms when used with negative sentiment, but failed to
translate those where their positive meaning is used. Such positive cases constituted around 40% of the
instances of contronyms in the dataset. This is because the negative meaning of contronyms is more
frequent in Arabic MSA, whereas the positive is used more in Arabic DA context. As explained by
the error typology, Google Translate performs far better with MSA than DA. On the other hand, the
second transformer model which is trained on sentiment-sensitive pretrained vectors and tagged source
text achieved best performance in depicting the true sentiment at the word level with an F1 score of .81
and a precision score of .85. The sentiment-sensitive pretrained vectors of contronyms and their polarity
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tagging with the second transformer model significantly helped in translating the correct sentiment at the
word-level.

5.3.3 Sentence-level Sentiment Evaluation

The second metric for evaluating the translation of sentiment in Arabic UGC was carried out on the
hand-crafted test set. In order to assess how the correct or incorrect translation of contronyms affects the
total sentiment message of the source sentence, we propose a sentiment-score based metric. We compute
the distance between the sentiment score of the reference sentence and the model output to measure not
only how far the model preserves the sentiment of a contronym, but also the effect of translation on the
sentiment context. We use the sentiment scoring methods used for error analysis, i.e. Microsoft Azure
Sentiment Analysis scoring. We measure a translation cost as the mean square distance to the reference
score:

1 N
NZst—sr (0

where s; is the score of the target sentence, s, is the score of the reference translation, and NV is the
number of sentences.

As seen from table 1] the second transformer model trained on tagged contronyms and pretrained
word vectors performed best (i.e. with the lowest cost) for both the positive and negative reviews (.06,
.14 respectively). It was not only more sensitive to different polarities of contronyms due to the code-
switching between MSA and DA, but produced the lowest sentiment discrepancy with the sentiment
scores of the reference sentence. It is also worth noting that Google Translate performed much better
with the negative sense of contronyms than the positive sense. This is in line with the findings presented
in the previous section. With negative contronyms, Google Translate and the second transformer model
had the lowest costs of .15 and .14, respectively. However, Google Translate produced the highest
discrepancy with the positive instances (.71). Moreover, it was observed that the cost score was highest
with short sentences. For instance, the positive sense of the contronym ‘a.a ” (awesome, great) in the

short reference sentence © i (! JQ 4 )’ (By all means awesome) is translated by Google Translate

as ‘Terrible by all accounts’. In such cases, the sentiment cost was maximum. It is evident that if a
similar distortion of sentiment messages occurs in real-life situations, it would have adverse effects on
the reviewers judgement. Examples of the output of the second transformer model (Trans2) as compared
to the reference translation (Ref) and Google Translate is given in Appendix B}

6 Conclusion

This study has shown that Arabic UGC has peculiar qualities which constitute a challenge to automatic
translation tools especially in its ability to preserve the sentiment message. An error typology was derived
after analysing the data. This typology has highlighted how sentiment errors can impair the translation
of sentiment-oriented Arabic UGC such as product reviews. Since automatic online translation tools are
heavily relied upon by users and commercial platforms to translate reviews, it is of essential importance
to fine-tune NMT models to the correct sentiment message in the source text. Moreover, it has been
common practice for NMT training to use big parallel data which involves very high computational
power and requires availability of large authentic data. The proposed NMT models in this study, however,
showed that infusing contextual cues at the training stage of a relatively small data can improve the
translation of sentiment in Arabic UGC both on the word and sentence level. This approach can help in
providing greener training and make it feasible to construct competitive NMT tools for low-resource
domains such as Arabic UGC. Moreover, we showed that translation quality metrics of sentiment-
oriented Arabic UGC needs to be supplemented with other metrics that assess the preservation of
sentiment. We proposed lexicon-based metrics that take into account the sentiment score of single words
as well as their context. Finally, this study has tackled one of several challenges in the translation of
sentiment in Arabic UGC. Future research will address the whole spectrum of challenges to improve the
accuracy of sentiment preservation which is of vital importance in the translation of Arabic UGC.

32



References

Mohamed Abdalla and Graeme Hirst. 2017. Cross-lingual sentiment analysis without (good) translation. arXiv
preprint arXiv:1707.01626.

Haithem Afli, Sorcha Maguire, and Andy Way. 2017. Sentiment translation for low resourced languages:
Experiments on Irish general election tweets. In 18th International Conference on Computational Linguistics
and Intelligent Text Processing, Budapest, Hungry, pages 17-21.

Hind M Alotaibi. 2017. Arabic-English parallel corpus: a new resource for translation training and language
teaching. Arab World English Journal (AWEJ) Volume, 8.

Mohamed Aly and Amir Atiya. 2013. Labr: A large scale Arabic book reviews dataset. In Proceedings of the 51st
Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), pages 494—498.

Matheus Araujo, Julio Reis, Adriano Pereira, and Fabricio Benevenuto. 2016. An evaluation of machine
translation for multilingual sentence-level sentiment analysis. In Proceedings of the 31st Annual ACM
Symposium on Applied Computing, pages 1140-1145.

Amira Barhoumi, Chafik Aloulou, Nathalie Camelin, Yannick Estéve, and Lamia Belguith. 2018. Arabic
sentiment analysis: an empirical study of machine translation’s impact. In Proceedings of the second
Conference on Language Processing and Knowledge Management Kerkennah (Sfax), Tunisia.

Alexandre Bérard, Ioan Calapodescu, Marc Dymetman, Claude Roux, Jean-Luc Meunier, and Vassilina Nikoulina.
2019. Machine translation of restaurant reviews: New corpus for domain adaptation and robustness. arXiv
preprint arXiv:1910.14589.

Shanbo Cheng, Shaohui Kuang, Rongxiang Weng, Heng Yu, Changfeng Zhu, and Weihua Luo. 2020. Auto-repair
the synthetic data for neural machine translation. arXiv preprint arXiv:2004.02196.

Mara Chinea-Rios, Alvaro Peris, and Francisco Casacuberta. 2017. Adapting neural machine translation with
parallel synthetic data. In Proceedings of the Second Conference on Machine Translation, pages 138—147.

Erkin Demirtas and Mykola Pechenizkiy. 2013. Cross-lingual polarity detection with machine translation. In
Proceedings of the Second International Workshop on Issues of Sentiment Discovery and Opinion Mining,
pages 1-8.

Trang Ho and Allan Simon. 2016. Tatoeba: Collection of sentences and translations. http://www.
manythings.org/anki/l

Melvin Johnson, Mike Schuster, Quoc V Le, Maxim Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat, Fernanda
Viégas, Martin Wattenberg, Greg Corrado, et al. 2017. Google’s multilingual neural machine translation
system: Enabling zero-shot translation. Transactions of the Association for Computational Linguistics, 5:339—
351.

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean Senellart, and Alexander M. Rush. 2017. OpenNMT: Open-
Source Toolkit for Neural Machine Translation. In Proc. ACL.

Pintu Lohar, Haithem Afli, and Andy Way. 2017. Maintaining sentiment polarity in translation of user-generated
content. The Prague Bulletin of Mathematical Linguistics, 108(1):73-84.

Pintu Lohar, Haithem Afli, and Andy Way. 2018. Balancing translation quality and sentiment preservation (non-
archival extended abstract). In Proceedings of the 13th Conference of the Association for Machine Translation
in the Americas (Volume 1: Research Papers), pages 81-88.

Emad Mohamed, Behrang Mohit, and Kemal Oflazer. 2012. Transforming standard Arabic to colloquial Arabic.
In Proceedings of the 50th Annual Meeting of the Association for Computational Linguistics (Volume 2: Short
Papers), pages 176-180.

Saif M Mohammad, Mohammad Salameh, and Svetlana Kiritchenko. 2016. How translation alters sentiment.
Journal of Artificial Intelligence Research, 55:95-130.

Santanu Pal, Braja Gopal Patra, Dipankar Das, Sudip Kumar Naskar, Sivaji Bandyopadhyay, and Josef van
Genabith. 2014. How sentiment analysis can help machine translation. In Proceedings of the 11th International
Conference on Natural Language Processing, pages 89-94.

Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan. 2002. Thumbs up? sentiment classification using machine
learning techniques. arXiv preprint c¢s/0205070.

33


http://www.manythings.org/anki/
http://www.manythings.org/anki/

Radim Rehiifek and Petr Sojka. 2010. Software Framework for Topic Modelling with Large Corpora. In
Proceedings of the LREC 2010 Workshop on New Challenges for NLP Frameworks, pages 45-50, Valletta,
Malta, May. ELRA. http://is.muni.cz/publication/884893/en,

Mohammad Salameh, Saif Mohammad, and Svetlana Kiritchenko. 2015. Sentiment after translation: A case-
study on Arabic social media posts. In Proceedings of the 2015 conference of the North American chapter of
the association for computational linguistics: Human language technologies, pages 767-777.

Wael Salloum and Nizar Habash. 2013. Dialectal Arabic to English machine translation: Pivoting through modern
standard Arabic. In Proceedings of the 2013 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies, pages 348—358.

Rico Sennrich, Barry Haddow, and Alexandra Birch. 2015. Neural machine translation of rare words with subword
units. arXiv preprint arXiv:1508.07909.

Gayane Shalunts, Gerhard Backfried, and Nicolas Commeignes. 2016. The impact of machine translation on
sentiment analysis. Data Analytics, 63:51-56.

Chenglei Si, Kui Wu, Aiti Aw, and Min-Yen Kan. 2019. Sentiment aware neural machine translation. In
Proceedings of the 6th Workshop on Asian Translation, pages 200-206.

Usama Soltan. 2017. The fine structure of the Neg-domain: evidence from Cairene Egyptian Arabic sentential
negation. Florida Linguistics Papers, 4(3).

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, F.ukasz Kaiser, and
Illia Polosukhin. 2017. Attention is all you need. In Advances in neural information processing systems, pages
5998-6008.

Rabih Zbib, Erika Malchiodi, Jacob Devlin, David Stallard, Spyros Matsoukas, Richard Schwartz, John Makhoul,
Omar Zaidan, and Chris Callison-Burch. 2012. Machine translation of Arabic dialects. In Proceedings of
the 2012 conference of the north american chapter of the association for computational linguistics: Human
language technologies, pages 49-59.

34


http://is.muni.cz/publication/884893/en

Appendix A Examples of the Error Typology for Sentiment Translation of Arabic UGC

Error Category

Arabic Source

Google API

Correct Translation

Contronyms psni auadll e S @l i ¢l | If there were more than five If there were more than five
ML)” a5l a2ed Lgisdac stars, | would have given it to stars, | would have given it to
this terrible narration this great novel
las Mmls | Very rigid Excellent
s 4aglul g 4235 44l 55 | Wonderful narration and rigid | Wonderful novel and excellent
style style
abdy di &) | Wonderful, even terrible Wonderful, even magnificent
Leie) iy JSUI il aaalzd agl 5 5 | The novel is horrible, | advise The novel is magnificent, |
everyone to read it advise everyone to read it.
aadadll e i<l <l | the writer’s literature is not The writer’s literature is not
terrible that great
Diacritic &8 Lo <,k (e | The envelope of what | read One of the most entertaining
things | read
Mpila gy A olely 4 il oS | How tired you are Ghada in How tiring you are Ghada with
your romance your romance
4 50l 038 4mia | Tired of this narration This narration is tiring
Idiomatic <24l 403 AKX | The book of his blood is light The book is funny

Jhall i Al gl

The book's style is light in
shade

The book’s style is funny

iaall Jgudl 45 5l

His easy, reflexive style

His inimitably simple style

Dialectical

%ML@\Q&“J

and | felt that it was a sweet
story

And | felt it was a silly story

Negation

alla <l 5 | Haila narration Excellent novel
Jilgime | | love it | didn’t like it
aaladiul Gitaza ) as gl o 280 | The only thing you like is that | The only thing | didn’t like is
240 B | you use obscene words the use of obscene words
Gl g )l Jhas o Jiwiaae | | admire that the protagonist | didn’t like that the
40223l | of the novel is weak in

o

character

protagonist of the novel has a
weak character
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Appendix B Examples of Translation Models Output

Arabic

Ref

Trans2

Google

A dilg) Mad dale LS

A great book really an
awesome novel

A really good book, a
great narration

A rigid book really a
terrible novel

g lall il dusy dslg)
lsd sl (50 (jmiad

A great novel the
circumstances were
preventing me from
starting it

A great narration the
circumstances
prevented me from
starting it

A horrible novel the
circumstances were
preventing me from
starting it

ol o S Bl ol o)

If there were more

If there were more

If there were more

dalg,)l odg) WgiukaeY pe=s | than five stars, | would | than five stars, | would | than five stars, | would
4w Jl | give it to this awesome | have given it to this give her for this
novel great novel horrible novel
doo J= Gilgls aumy | Amazingly great Awesome, absolutely Terrible you can't solve

great

really hard

Al 4 Ay o dels
Ones2 3

It is so good that |
finished it in two days

Very good to the point
that | concluded it in
two days

Too rigid to the point
that | finished it in two
days

Axalad ddsylos 0yl dolg )l

The novel is charming
in a terrific way

The novel is charming
in an awesome way

The novel is terribly
charming

sllasyl e Sl ek,
dadaall 45!

Despite the terrible
spelling mistakes

Regardless of the
terrible spelling
mistakes

Regardless of the
horrible misspellings

Yol dilgy g QLS

A rigid book and a

A book and a rigid

A book and a static

lgsd (32945 | novel that has no novel with no suspense | novel with no suspense
suspense
4xdad 423 | A great masterpiece Awesome masterpiece | A terrible masterpiece
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Appendix C

List of Most Frequent Contronyms

Contronyms

Negative Meaning

Positive Meaning

> | Rigid Good
sdelz> | Rigid Good
dolzdl | The rigid The Good
odelxl | The rigid The Good
<4 | Terrible Great
4w | Terrible Great
2yl | The terrible The Great
4ua,)l | The terrible The Great
&bé | Horrible Terrific
4xlad | Horrible Terrific
aLdl) | The horrible The Terrific
4xdll | The horrible The Terrific
2 | Mythical Fabulous
48 A | Fairy Fabulous
SAl | The mythical The fabulous
a8l 2l | The fairy The fabulous
(A2 | Drives one crazy Amazing
(A>3 | Drives one crazy Amazing
&&3Y | You cannot have enough Insatiable
Jéo | Attracts Tightens
245 | Attracts Tightens
wi=el | Mesmerized Crippled
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