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Abstract

This paper describes a system developed for the Social Media Mining for Health (SMM4H)
2020 shared task. Our team participated in the second subtask for Russian language creating
a system to detect adverse drug reaction (ADR) presence in a text. For our submission, we
exploited an ensemble model architecture, combining BERT’s extension for Russian language,
Logistic Regression and domain-specific preprocessing pipeline. Our system was ranked first
among others, achieving F-score of 0.51. We have made our code publicly available1.

1 Introduction

In this paper, we focus on the problem of discovering the presence of adverse drug reaction (ADR) con-
cepts in twitter posts as part of the The Social Media Mining for Health Applications (SMM4H) Shared
Task (Klein et al., 2020). The paper is based on the participation of our team in the Russian language
segment of the second task: ADR presence classification. Organizers of SMM4H 2020 Task 2 provided
datasets of Russian tweets with binary annotation indicating the presence or absence of ADRs in each
post. The aim of the task was to develop a system to classify the tweets according to the presence of
ADRs. Texts were given in a raw form, so they contained misspellings, slang, emojis, hashtags, user-
names and were quite noisy. This year is the first time for a distinct set of Russian tweets to be included in
the task. We tested and compared several different approaches for solving such type of classification task,
including classical Machine Learning approaches and neural networks, and also different preprocessing
pipelines.

2 Data

2.1 Datasets

The main dataset consists of the training set (7,612 tweets), validation set (1,522 tweets) and test set
(1,903 tweets). The dataset is highly imbalanced with only 666 tweets labeled as mentioning ADR
(hardly 9%). We used several techniques to overcome this problem, one of them being an attempt to
create some additional data. We used RuDReC corpus2 (Tutubalina et al., 2020) and manually labeled
about 1,800 drug reviews (627 positive and 1195 negative).

It would be wrong to assume that these drug reviews are completely identical to the tweets from the
main set in terms of linguistic features, so we did a simple analysis, which gave us several insights. First
of all, the main lexicon of this two types of texts is quite similar, with the only two substantial differences:

1. Reviews tend to mention the cost or, to be more specific, the expensiveness of a drug much more
often than tweets do, leading to the higher distribution of words like expensive and overpriced;

∗ Equal contribution.
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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2. In general, reviewers’ language is significantly more grammatically correct and uses less slang and
word shortenings.

The results of using this extended dataset are described in Section 4.

2.2 Preprocessing

Our approach for text preprocessing is to some extent based on the one used in (Ellendorff et al., 2019).
The following changes were made using Python programming language:
• Tokenization using CrazyTokenizer from RedditScore package3 based on spaCy tokenizer for Rus-

sian4;
• Lowercasing, except all-caps words such as АД “antidepressants”;
• All ё replaced with e;
• Urls replaced with ЮРЛ “url” placeholder;
• Usernames replaced with ЮЗЕРНЕЙМ “username” placeholder;
• Hashtags replaced with ХЕШТЕГ “hashtag” placeholder;
• Numbers replaced with NUM placeholder;
• Measures such as кг “kg” and мл “ml” replaced with MEASURE placeholder;
• Emojis replaced with POS EMOJI for ones with positive meanings, NEG EMOJI for ones with

negative meanings and NEUTRAL EMOJI for ones related to health issues as they could be se-
mantically important;
• 3 or more repetitive letters normalized to 1;
• Line breaks deleted;
• Stopwords deleted. We used NLTK stopword list for Russian extended with some slang words as

кароч “well”, типа “like”, прост “just”, etc.;
Then we applied the following procedures, creating individual datasets for various combinations of

them:
1. Leaving or deleting punctuation as tokens;
2. Lemmatization using PyMorphy2 (Korobov, 2015);
3. Stemming using Snowball Stemmer for Russian (Porter, 2001) via NLTK (Bird et al., 2009);
We chose PyMorphy2 over Mystem (Segalovich, 2003) for several reasons, first of them being the

time, required to process the data on our OS (Windows). We also prefered pymorphy’s lemmatization of
unknown words (mostly, names of drugs and medical terms).

3 Method

3.1 Machine Learning

At first, classical Machine Learning models were trained to classify posts on original data without pre-
processing. The data was represented as TF-IDF vectors. We decided to proceed with Support Vector
Machine with simple linear kernel (LinearSVM), Logistic Regression model (LogReg) and Gradient
Boosting Machine (GBM).

3.2 Deep Learning

For this approach, we explored the implementation of Bidirectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2018): its extensions for Russian language — RuBert (Kuratov and
Arkhipov, 2019) and Conversational RuBERT from DeepPavlov framework (Burtsev et al., 2018). Ru-
BERT had the following characteristics: cased, 12-layer, 768-hidden, 12-heads, 180M parameters, and
was fine-tuned with initialization from multilingual BERT on the Russian part of Wikipedia and news
data. Conversational RuBERT had the same characteristics and was in turn fine-tuned with RuBERT on
OpenSubtitles (Lison and Tiedemann, 2016). Due to the imbalance of classes, as mentioned above —
9% positive to 91% negative, we used following models:

3https://github.com/crazyfrogspb/RedditScore
4https://github.com/aatimofeev/spacy_russian_tokenizer
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Name Base model Additions
RuBERT RuBERT —
Conv Conversational RuBERT —
ConvUnder Conversational RuBERT Undersampling
ConvLogReg Conversational RuBERT Undersampling + LogReg

Table 1: Model architectures.

For Undersampling approach we split negative class into N equal-sized folds, and combined each split
with positive samples, giving that a share of negative samples is almost 0.5. Then we trained N models
and stacked their probabilistic predictions for constructing an ensemble architecture. At first, we applied
the majority voting method in order to get final answers. Beside that, Logistic Regression model was
also used as the ensemble combiner.

4 Experiments

We compared classical ML models with basic BERT models on the original data without any preprocess-
ing. The results reached by classical ML models, which can be found in Table 2, were not competitive,
thus we didn’t proceed with this approach.

Model Validation F-score
LinearSVM 0.28
LogReg 0.07
GBM 0.29

Table 2: Classical ML models’ results on original data

BERT models showed an increase in F-score, with Conversational RuBERT being slightly ahead of
RuBERT. After deciding to stick with the Conversational RuBERT model, we made cross validation in
search of the optimal parameters. Further experiments were conducted with Conversational RuBERT
model with batch size equal to 32, dropout probability for non-Bert layers 0.4 and learning rate 10−5.
All results of testing can be seen in Table 3.

Considering using variants of dataset with additional texts, results were not promising, as there were
no visible improvements and the F-score even decreased by 0.05. We believe that the reason for such
behaviour lies in the dissimilarities of two types of texts being presumably more significant than we
described in Subection 2.1. Implementation of the ensemble architecture proved to be successful and
brought up an increase in F-score by 0.05 compared to non-ensemble models when using the ConvLo-
gReg model. It should be noted here that we used a relatively small number of training epochs for models
with undersampling, due to the high risk of overfitting.

name n. models batch size n. epochs last epoch best epoch
RuBERT 1 64 7 0.36 0.37
Conv 1 64 7 0.45 0.47

ConvUnder 5
32

3 0.45
0.494 0.43

7 0.45
64 4 0.42 0.46

ConvLogReg
5 64 4 0.49 0.49

6 32
2 0.51 0.51
4 0.48

Table 3: F-score on validation set for different model configurations.
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Further experiments were conducted in order to evaluate which pipeline of data preprocessing suits
this task the most. Judging by the results shown in Table 4, simple preprocessing without lemmatiza-
tion, stemming or punctuation deletion works the best, while any other type of preprocessing leads to a
decrease in F-score. We discuss the reasons for that in Subsection 5.1.

prep del punct lem stem last epoch best epoch
RuBERT Conv RuBERT Conv

no 0.40 0.42 0.41 0.45

yes

no
no

no
0.36 0.45 0.37 0.47

yes
0.26 0.34 0.26 0.40

yes 0.29 0.34 0.29 0.39

yes
no

no
0.37 0.36 0.38 0.43

yes
0.33 0.35 0.33 0.38

yes 0.30 0.37 0.32 0.38

Table 4: F-scores of simple models trained on main data with different preprocessing applied both to
training and validation sets.

Given the results above, we settled on using ConvLogReg with 6 splits and small number of epochs.
We also submitted one Conv model for comparison. Scores for the final models can be found in Table 5.

model scores
Validation Test

name n epochs precision recall F-score
Conv 6 0.39 0.52 0.45 0.48

ConvLogReg
2 0.51 0.45 0.51 0.51
4 0.45 0.58 0.48 0.50

Table 5: Metrics for three final submissions on validation and test sets.

5 Conclusion

In this work, we have explored an application of Bidirectional Encoder Representations from Transform-
ers (BERT) to the task of text classification in Russian. We have empirically evaluated different versions
of tuned RuBERT and preprocessing pipelines against F-score for the “positive” class and experiments
have shown that logistic regression trained on the result of a six Conversational RuBERT models ensem-
ble trained on the undersampled data with light preprocessing and tokenized punctuation outperforms
every other model, providing a new baseline for ADR presence classification in Russian with F-score
0.51, precision 0.45 and recall 0.60 on the test data.

5.1 Discussion

Our research showed that stemming, lemmatization and punctuation removal when working with Russian
language only decreases the final scores. Russian is different from English in such a way that the word
order in Russian is free to some extent and syntactic relations are mostly encoded by morphology and
punctuation. Knowing that BERT is capable of capturing hierarchy-sensitive and syntactic dependencies
(Goldberg, 2019), it becomes obvious, that when dependencies indicators are blurred or removed the
results worsen. In addition, some punctuation has its own semantics. For example, “(” means “sad”
and “!!!!” can mean high importance. We don’t see any premises to remove such kind of data from the
dataset. Another point of discussion is the presence of mistakes in the datasets. In the training data we
have found some debatable annotations and some which are erroneous for sure. These mistakes could
possibly affect the performance of our model.
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5.2 Future work
One potential objective for future improvement is to implement rule-based approach to the task, as mixed
systems are known to perform better (Ray and Chakrabarti, 2019). We have already made some advance-
ments on this path, but there is still a lot of research to perform. Also, we hope to continue enhancing
the results by extending the dataset from Russian social networks and RuDReC corpus.
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